Determination of the force transmitted by an ion thruster plasma plume to an orbital object
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ABSTRACT

An approach to determine the force transmitted by the plasma plume of an ion thruster to an orbital object immersed in it using its central projection on a selected plane is proposed. A photo camera is used to obtain the image of the object central projection. The algorithms for the calculation of the transmission of momentum by the impacting ion beam are developed including the determination of the object contour and the correction of the error due to a camera offset from the ion beam axis, and the computation of the fraction of the ion beam that impinges on the object surface.
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1. Introduction

As a result of space activity, near-Earth space is littered by a considerable quantity of artificial objects and their fragments, which do not execute any useful function (fragments of upper stages of launch vehicles, non-functioning spacecraft, etc.). Recent research on the modelling of the population of space debris (SD) shows that the situation for some Earth orbits is critical already. For example, results of the official research conducted by the Inter-Agency Space Debris Coordination Committee in 2012 show that the number of SD objects in low Earth orbits that will form in the future as a result of collisions will exceed the number of objects that decay and reenter into the atmosphere as a result of natural processes [1]. This fact indicates that the mitigation measures approved by the majority of space nations for future missions are insufficient to avoid the continued growth of SD. In view of this, the space community is seriously considering different strategies for active SD removal.

A number of proposed concepts of active removal of orbital fragments are described in the literature, from laser systems [2,3] to electrodynamic tethers [4–8]. While docking or grabbing the target object by means of auxiliary devices (for example, a net or a harpoon) is the most obvious means of deorbiting them, this operation may be technologically difficult and unsafe because SD objects are uncontrollable, may have a complex rotational motion around the centre of mass, and differ substantially in shape and mechanical properties.

In order to avoid the described complexity, a concept of contactless removal of SD objects named “ion beam shepherd” (IBS) [9] has been proposed. The principle of this concept consists in using a high-velocity jet of ions from a gridded ion thruster (GIT) as a means for transmitting momentum to the object to be removed (the
target), in order to reposition it or force its reentry in the atmosphere. The IBS concept has a number of advantages in comparison with other concepts, namely: acceptable deorbiting performance \cite{9}, a low risk level, reusability (multimission) capabilities, and technological readiness.

One of the key problems arising in the research of the IBS concept is the modelling and determination of the force transmitted by the shepherd to the SD. Accurate information on this force is necessary both for the successful realisation of the chosen removal programme and for the navigation and control of the relative motion of the “shepherd – SD object” system.

Since this problem is relatively new, the literature devoted to it is still small. For example, an instrument for the direct experimental determination of the momentum transferred to a target by energetic atoms or ions is presented in \cite{10}. In \cite{11–13} the theoretical foundations of a GIT plume and calculations of the transmitted force are proposed. In \cite{14} analytical expressions of the force on a spherical SD object are obtained. Authors of these publications integrate directly the transmitted forces on the object surface, which is known a priori. However, application of these force determination techniques on board the shepherd is inconvenient for two reasons: firstly, the necessary information about the exact shape, size, and orientation of the object may not be fully available before the mission starts. Secondly, the computational power needed to run these calculations in real-time sets a strong requirement on the system.

This paper presents a simple alternative approach to determine the transmitted force from far less information about the target object, namely its central projection on an auxiliary plane perpendicular to the ion beam axis. This approach allows simplifying the force computation and can be implemented on board the shepherd with the help of a visual camera. The objective of the present work is to develop the algorithm for the calculation of the force and characterize its features for IBS contactless removal of SD.

The remainder of this paper is organised as follows. Section 2 describes the mechanism of the interaction of the ion beam with the target. The model of plasma plume expansion is presented in Section 3. The new approach to determine the force transmitted by the plasma plume to a target using its central projection is described in Sections 4 and 5. Section 6 validates the proposed approach numerically. The problem of the determination of the target contour from a photo is addressed in Section 7. The algorithm for the calculation of the transmitted force is summarised in Section 8. Finally, conclusions are gathered in Section 9.

2. Interaction of the ion beam with the target object

The ion beam of a GIT consists of a quasineutral jet of propellant ions (typically xenon), accelerated to energy levels of a few keV, and neutralising electrons. A rigid body immersed in this plasma jet receives a net force, which can be used to change its state of motion contactlessly.

When ions reach the target surface, several phenomena can take place. Firstly, most ions penetrate into the material of the SD and subsequently stop within a distance of several nanometres from its surface. In doing so, they deliver their momentum and energy to the SD. After an accommodation time, the neutralised ions leave the material and escape the target surface at thermal speeds. Secondly, depending on their energy and angle, impacting ions can also sputter the surface of the SD, releasing some of its atoms into space. The velocity of the sputtered materials range between the thermal velocity of the surface and the impacting ion velocity. Thirdly, a small fraction of the incoming ions can bounce back at the surface if their angle and conditions are right. Lastly, the electron population of the plasma jet exerts a pressure force on the SD.

Of all these phenomena that can create a force on the target, the momentum of the incoming ions is the dominant one: escaping neutralized ions and sputtered materials have a much lower velocity; backscattered ions make up only a small fraction of the population; and electron pressure has a negligible effect in a hypersonic plasma jet (where ion inertia is much larger than electron pressure). These secondary contributions are small and act as to increase the total force transmitted to the object, so they can be conservatively neglected in a first approach. Hence, in the following only the force caused by the incoming ion momentum will be kept. The other contributions could still be taken into account phenomenologically as an empirical multiplier factor on the incoming ion momentum.

Under these simplifying assumptions, the elementary force transmitted to a differential area of SD object may be calculated as follows \cite{14}:

\[
\text{d}F = mn(U - V \cdot U)ds,
\]

where \(m\) is the ion mass; \(n\) is the ion number density; \(U\) is the ion velocity vector; \(ds\) is the elementary area of surface of the target; \(V\) is the unit normal vector to the elementary area.

The force \(F\) transmitted to the target by the ion beam can be calculated as the integral of elementary forces \(1\) on the irradiated surface of the target \(S\):

\[
F = \int_S \text{d}F.
\]

3. Ion beam model

The plasma plume can be roughly divided into the near region (usually less than 0.5 m from the GIT) and far region (downstream of it) \cite{11,12}. Modelling the near region requires to consider the influence of the GIT electromagnetic fields, the neutraliser, and the local non-uniformity of plasma. Within this region, a smooth, single-peaked plasma density profile gradually forms and the jet acquires its initial divergence angle. In the far region the influence of these effects becomes insignificant; the distribution of plasma and the slow increase of beam divergence angle depend essentially on its residual electron pressure and the ambipolar electric field. The beam...
far region is the region of interest for the problem of
contactless removal of the SD considered in this paper,
since the plasma-target interaction occurs there.

There are several mathematical models with different
degrees of complexity and accuracy [13] for the descrip-
tion of the far region of the ion beam. The so-called self-
similar model for the plasma distribution can be chosen as
a compromise for the purposes of this study. Self-similar
models are based on the assumption that the plasma
expansion can be described through a dimensionless self-
similarity function \( h(\hat{z}) \), so that ion streamlines \((r, z)\) can be
expressed as follows:

\[ r(z) = r_0 h(\hat{z}), \quad \hat{z} = z / R_0, \]

where \( r_0 \) is the initial radius of the streamline at a chosen
reference normal plane in the far region (where we take
\( z = 0 \)), and \( R_0 \) is the radius at that plane of the plasma tube
that contains 95% of the ion beam mass flow. Note that
\( h(0) = 1 \) so that \( r(0) = r_0 \).

In a hypersonic plasma beam, i.e. in the limit where the
ion Mach number is very large, the axial ion acceleration is
small, and as a first approximation the axial component of
the ion velocity can be assumed constant and equal to its
value at the origin:

\[ u_z = u_0 = \text{const}. \tag{3} \]

Using the \( h(\hat{z}) \) function, a possible solution for the
radial component of the velocity and the plasma density
is [13]:

\[ u_r = u_0 \frac{h'}{h}, \tag{4} \]

\[ n = n_0 \frac{h'}{h} \exp \left( -C \frac{\hat{r}^2}{2 h^2} \right), \tag{5} \]

where \( \hat{r} = r / R_0; \ n_0 \) is the plasma density at \( z = r = 0 \), and
\( C \equiv 6 \) is an integration constant. Under the assumption
that the electron temperature \( T_e \) remains constant in the
far region, the self-similarity function \( h(\hat{z}) \) is the solution
of the following differential equation:

\[ h' = \sqrt{\tan^2 \alpha_0 + \frac{2C}{M_0^2} \ln h}, \tag{6} \]

where \( h' \) is the derivative of the function \( h(\hat{z}) \) with respect
to \( \hat{z}; \alpha_0 \) is the initial divergence angle of the 95% beam
streamtube (defined as the angle of that tube with respect
to the axis); and \( M_0 = u_0 / \sqrt{T_e / m} \), \( u_0 \) are the ion Mach
number and the ion velocity at the origin.

It is highlighted that \( h' \) increases as \( 1/M_0^2 \) downstream,
and therefore the ion beam approaches a cone when \( M_0 \gg 1 \)
(hypersonic plasma). For typical GIT values \((M_0 \gtrsim 30)\) and
distances to the target less than 7 m, it is safe to assume
that the beam is conical with very little error: In this case
the self-similarity function can be approximated as:

\[ h = 1 + \hat{z} \tan \alpha_0, \tag{7} \]

and the effective beam vertex is located at \( \hat{z} = -1 / \tan \alpha_0. \)

4. Central projection of the target

As noted above, when \( M_0 \gg 1 \) the shape of the ion
beam can be approximated by a cone. Moreover, in the
limit \( M_0 \to \infty \) both components of the ion velocity remain
constant on each streamline, so ions do not change their
momentum in the expansion. Because the plasma prop-
ties depend on the angle from the axis of the beam, we
will divide the cone into finite elements in spherical
coordinates, as shown in Fig. 1.

Here \( \theta^\prime \) is the discrete polar angle, \( \delta \theta \) is the step of the
polar discretisation, \( \phi^\prime \) is the discrete azimuthal angle, \( \delta \phi \) is
the step of the azimuthal discretisation. The contribution
to the transmitted force of the last 5% of the plasma mass
flow is insignificant for the task under consideration and is
conservatively neglected.

It is clear that the cone cross-section increases with the
square of the distance from the vertex of the cone. After
substituting the expression for the self-similarity function
(7) in (5) one can see that the plasma density decreases in
inverse proportion to the square of the distance
\((\hat{z} + 1 / \tan \alpha_0)\) from the vertex of the cone. Considering the
described mechanism of interaction of the beam with the
target surface, and also taking into account the two pre-
vious statements, we can assert that the elementary force
acting on the elementary surface \( ds \) of the target is equal to the
elementary force acting on a central projection of this
surface on any plane perpendicular to the axis of the beam.

Hence, for the calculation of the force it is possible to
use just a central projection on a perpendicular plane,
instead of the full 3D target surface. This simplification is
central to the approach for force calculation derived in this
paper.

It is obvious that if all rays emanating from the plume
vertex hit the target, the force that acts on it is directed
along the axis of the beam and is equal to the full GIT
thrust. If only the ions from some elemental ray \( \delta \theta \times \delta \phi \) hit
in the target, the direction of the resulting force coincides
with the ray. In this spirit, to approximate the force over
the SD it is enough to sum all forces created by the ele-
mentary components of the beam that intersect the cen-
tral projection of the target on a projection plane (Fig. 2).

To continue with the derivation of the force model, we
will introduce the following right-handed orthogonal
frames of reference:

The frame \( O_{P} x_{P} y_{P} z_{P} \) is fixed to the chosen plane of
projection \((F_P)\), \( O_P \) is the intersection of the plane and the
axis of the beam. The axis \( O_P z_P \) is perpendicular to the
plane of projection and is directed toward the target, axes $O_xO_y$ and $O_yO_P$ lie in the projection plane.

The frame $O_xO_yO_z$ whose origin $O$ is in vertex of the imaginary cone of the beam is fixed to the GIT ($F_c$). The axis $O_z$ coincides with the axis of the beam and is directed toward the target. Axes $O_xO_y$ and $O_yO_P$ are parallel.

$O_xO_yO_z$ is an arbitrary frame that is fixed on the target ($F_T$). The attitude of $F_T$ axes with respect to $F_c$ is defined by Euler angles $\varphi$, $\theta$, $\psi$. The matrix corresponding to these rotations is

$$T_T = T_\varphi T_\theta T_\psi,$$

where

$$
T_\varphi = \begin{bmatrix}
\cos \varphi & -\sin \varphi & 0 \\
\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{bmatrix};
$$

$$
T_\theta = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \varphi & \sin \varphi \\
0 & -\sin \varphi & \cos \varphi
\end{bmatrix};
$$

$$
T_\psi = \begin{bmatrix}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{bmatrix}.
$$

Let us approximate the target surface by a mesh of finite surface elements. The mesh here is understood as the topological set of $L$ points, connected by edges, segments of straight lines, so that the initial surface is divided into elements of a defined shape. The choice of the partition method depends on the complexity of the target. For example, in case of a cylindrical shape it is enough to set certain amount of points to define the bases of the cylinder. For targets of arbitrary shapes, triangulation methods [15] can be used instead.

The position vectors defining a set of points of the target in $F_G$ can be found as follows:

$$P^*_G = T_T P^*_T + B_{TC}, \quad l = 1, \ldots, L;$$

where $P^*_G$ are the vectors defining a set of target points in $F_T$; $B_{TC}$ is the vector defining position of $F_T$ origin in $F_G$; $l$ runs over all points.

The coordinates $P^*_G$ of the target points, which are projected on the considered plane, are defined as follows:

$$x^*_G = f \frac{x_G}{z_G}, \quad y^*_G = f \frac{y_G}{z_G};$$

where $f$ is the distance between the origins of $F_P$ and $F_G$; $x^*_G, y^*_G, z^*_G$ are the coordinates of the points of the target in $F_G$; $x^*_P, y^*_P, z^*_P$ are the coordinates of the central projections of the points of the target on this plane in $F_P$.

5. Evaluation of the transmitted force on the central projection of the target

The boundaries of the ring elements of the central projection of a beam (Fig. 1) can be described with the use of the parametrical equation of a circle. The radius of the $i$-th ring element is defined as follows

$$R' = f \tan \theta, \quad 0 \leq \theta \leq \alpha_0, \quad i = 1, \ldots, I,$$

where $I$ is the number of ring elements.

The divergence angle of the $i$-th conic element of the beam can be expressed as follows:

$$\theta = \frac{\delta \phi}{\delta \varphi}.$$

The set of points that approximate the projection of the mesh of finite elements will be described as:

$$\begin{cases}
    x^*_P = R' \cos \phi, & j = 1, \ldots, J, \quad 0 \leq \phi < 2\pi.
    \\
y^*_P = R' \sin \phi
\end{cases}$$

(9)

The discrete angle of the parametrical equation of the circle (9) is defined as follows:

$$\phi = j \delta \phi, \quad j = 0, \ldots, J - 1,$$

where $J$ is number of sectors in the beam.

As seen in Fig. 1, the finite elements defined by three points with coordinates $(x^*_P, y^*_P)$, $(x^*_P, y^*_P)$ and $(x^*_P, y^*_P)$ represent sectors of circles with radius $R'$, and the elements characterised by four points with coordinates $(x^*_P, y^*_P)$, $(x^*_P, y^*_P)$, $(x^*_P, y^*_P)$ and $(x^*_P, y^*_P)$ are truncated sectors. Hence, the area of these elements can be calculated accordingly:

$$ds^{1+} = (R')^2 d\varphi \theta \text{ and } ds^{2+} = \left( (R')^2 - (R')^2 \right) d\varphi \theta, \quad i = 1, \ldots, I - 1, \quad j = 0, \ldots, J - 1.$$  

(10)

As mentioned above, the beam can hit the target only partially. In that case, not all the elementary components of the projection of the beam will fall within the contour of the target projection and, hence, it is necessary to identify these elements. For this purpose, from the set of all points $P^*_G$ of the target that are projected on the considered plane, we will first select the $K$ points $C_k$ $(k = 1, \ldots, K)$ that define a polygon that best approximates the contour of the target projection.

When the target is a convex body, the contour of its projection can be found by determining its convex hull, a fundamental problem in computational geometry for which efficient algorithms are well developed [16].

For a target of arbitrary shape there are simple and effective algorithms for the construction of nonconvex envelopes to characterize its projection on a plane [17]. The Delaunay triangulation [16] lies at the basis of these
algorithms. The shape produced by these algorithms is controlled by a single normalised parameter, which can be used to generate a family of shapes, varying between its convex hull at one extreme and a shape with minimum area. The efficiency of these algorithms is comparable with optimum algorithms for the construction of the convex hulls, namely, the number of evaluations is proportional to \(O(N \log N)\), where \(N\) is the number of input points. Nevertheless, it is necessary to notice that the assumption of convexity allows to use a smaller number of points to approximate its surface, and, hence, to reduce significantly the calculation time.

In order to identify the beam projection elements bounded by the target contour it is possible to use known algorithms from computational geometry for the point-in-polygon problem [18]. We will consider that an element of the beam is inside the area bounded by the contour if three points of a sector element with the coordinates \((x_0^j, y_0^j), (x_1^j, y_1^j), (x_{i+1}^j, y_{i+1}^j)\) or four points of a truncated sector element with the coordinates \((x_p^j, y_p^j), (x_{p+1}^j, y_{p+1}^j), (x_{p+1}^j, y_{p+1}^j), (x_{p+1}^j, y_{p+1}^j)\) lie inside the polygon with vertices \(C_k\).

With the use of expressions (3) and (4) the velocity vector of ions acting on an elementary area of a target, in \(FG\), is defined as

\[
U_{ij}^{G} = \left[ \frac{x_i^{j}}{u_0}; \frac{y_i^{j}}{u_0}; \frac{\gamma}{1+\frac{\gamma^2}{\beta}} \right]^T,
\]

where \(x_i^{j}, y_i^{j}\) are the coordinates of the centre of the elementary area in \(G\), which are calculated as follows

\[
\begin{align*}
\hat{x}_i^{j} &= \frac{2x_{p}^{j} + x_{p+1}^{j} + x_{p+2}^{j} + x_{p+3}^{j}}{4}, \quad \hat{y}_i^{j} = \frac{2y_{p}^{j} + y_{p+1}^{j} + y_{p+2}^{j} + y_{p+3}^{j}}{4}, \quad \forall i = 1, \\
\hat{x}_i^{j} &= \frac{x_{p}^{j-1} + x_{p+1}^{j-1} + x_{p+2}^{j-1} + x_{p+3}^{j-1}}{4}, \\
\hat{y}_i^{j} &= \frac{y_{p}^{j-1} + y_{p+1}^{j-1} + y_{p+2}^{j-1} + y_{p+3}^{j-1}}{4}, \quad \forall i > 1.
\end{align*}
\]

Table 1

<table>
<thead>
<tr>
<th>Case no.</th>
<th>Coordinates of geometric centre</th>
<th>Attitude parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(b_1^j, m) (b_2^j, m) (b_3^j, m)</td>
<td>(\vartheta, \deg) (\phi, \deg) (\psi, \deg)</td>
</tr>
<tr>
<td>1</td>
<td>0 0 7 7 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0 0.5 7 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0 1 7 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0 0 7 45 0 0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0 0.5 7 45 0 0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0 1 7 45 0 0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0 0 7 45 45 0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0 0.5 7 45 45 0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0 1 7 45 45 0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0 0 7 45 45 45</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0 0.5 7 45 45 45</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0 1 7 45 45 45</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0 0 7 90 45 45</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0 0.5 7 90 45 45</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0 1 7 90 45 45</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Case no. 3.

Fig. 4. Case no. 6.

Fig. 5. Case no. 9.
After discretizing, the force acting on an elementary area may be defined according to the differential expressions:

\[
d\mathbf{F}_{ij}^f = m n_i \mathbf{U}_{ij}^f \left( - \mathbf{V}^0_{ij} \cdot \mathbf{U}_{ij}^f \right) ds^i, \tag{12}
\]

\[
n^i = \frac{n_0 R^2}{f^i} \tan \alpha_0 \exp \left( - \frac{C \left( \frac{x^i}{f^i} \right)^2 + \left( \frac{y^i}{f^i} \right)^2}{2 f^i \tan \alpha_0} \right), \tag{13}
\]

where \( \mathbf{V}_{ij}^0 = \{0; 0; -1\}^T \) is the unit vector of the normal to the plane, which is perpendicular to the ray.

Finally, the force acting on the target is calculated as:

\[
\mathbf{F}_G = \sum_{i} \sum_{j=1}^{j=0} \mathbf{F}_{ij}^f. \tag{14}
\]

6. Validation results

To validate the approach presented above the transmitted force is calculated using two methods. Method no. 1 is based on the direct integration of the force over the target surface. Method no. 2 uses the central projection of the target. A target of cylindrical shape and the following input data are used for carrying out the calculations.

The height of the cylinder is \( h = 2.6 \) m. The diameter of the base of the cylinder is \( d = 2.2 \) m. The distance between the centre of projection and the projection plane is \( f = 0.2 \) m.

The parameters of the GIT are the following: the initial 95% plasma beam radius \( R_0 = 0.0805 \) m; the ion mass \((\text{Xenon}) m = 2.18 \cdot 10^{-25} \) kg; the initial plasma density \( n_0 = 4.13 \cdot 10^{15} \text{ m}^{-3} \); the initial axial velocity of ions \( u_0 = 71580 \text{ m/s} \); the ion Mach number is assumed large enough so that the hypersonic conic approximation for the beam can be used; the initial divergence angle of the beam is \( \alpha_0 = 7^\circ \).

Values of the Euler angles and the components \( b_{ij}^x, b_{ij}^y, b_{ij}^z \) of the vector \( \mathbf{B}_{ij}^m \) for different cases which are used for the validation are presented in Table 1. The central projection of the target and the beam for some from these cases are depicted in Figs. 3–6.

Absolute and relative calculation errors are used to compare the results. The components of the absolute error vector are defined as follows

\[
\Delta f^k = f^k_j - f^k_j, \quad k = x, y, z,
\]

where the subscript indicates the number of the method. The relative error is written in the form:

\[
\delta f^k = \left| \frac{\Delta f^k}{f^k_{ij}} \right| \cdot 100\%.
\]

The values of the transmitted force calculated using both Method nos. 1 and 2 are presented in Table 2. The surface of the cylinder was divided into 68,802 elementary areas to apply Method no. 1. The ion beam projection was
discerned using Method no. 2 as follows: the number of ring elements was \( I = 300 \); the number of sectors was \( J = 600 \). In these calculations the plasma plume was bounded by a cone with vertex \( 2R_0 \) (i.e., the plasma beyond \( R_0 \) in the initial plane was conservatively neglected).

Calculation errors for the Method nos. 1 and 2 are presented in Table 3. The data from this table shows that the axial component of the force calculation error does not exceed 0.4% for all the cases. The largest component \( \delta f^z \) of the relative error is 5% which is obtained for the Case no. 6. At the same time the absolute error for this case is only \( 3.764 \times 10^{-7} \) N. The worst case results for the other lateral force component are obtained for the Case nos. 8 and 11. The relative \( \delta f^z \) and absolute \( \Delta f^z \) errors for these cases are 12.5% and \( 6.060 \times 10^{-7} \) N respectively. Thus, the analysis of the calculation data allows to conclude that central projection method provides acceptable accuracy for the problem under consideration.

The calculation errors for different levels of beam discretisation, determined by the number of ring elements \( I \), are presented in Tables 4–7. For these calculations the number of sectors in the beam is given by \( I = 2J \).

As can be seen from Tables 4 and 5, errors of around 10% are already achieved with \( I = 5 \) for the cases where almost the full cone of the beam hits the target. However, the cases where a significant portion of the ion plume misses the target require a higher discretisation level. For example, for the cases in Tables 6 and 7 an error of less than 10% is reached with \( I = 20 \).

It should also be mentioned that the functional relationship between the errors and the level of discretisation may not be monotonic, for example as it is for the Case no. 6. This feature should be taken into account to determine the minimum required level of discretisation.

### 7. Determination of target contour from target imaging

A digital photo camera or similar optical device can be used onboard the spacecraft for the determination of the transmitted force. The objective of this device is to acquire images that allow the calculation of the central projection of the target. However, obtaining the central projection from orbital images is not a trivial task. This is due to a significant variation in the illumination conditions of the target. In order to estimate the central projection of the target from a digital image, identification of either point [18] or edge features can be used. Edge features offer a good invariance to illumination changes or image noise and are particularly suitable for poorly textured scenes.

Taking into account that edge detection is a fundamental tool in image processing outside the scope of this paper, we will consider a simple case where the target is illuminated from the direction of the assumed thruster (Fig. 7a). This case illustrates in a simple manner how to calculate the transmitted force in orbit. At the same time the available publications about visual navigation in space using edge detection, for example [21], allow to assume that the contour of the target can be detected for the other

### Table 4

Errors of calculation of transmitted forces using Method nos. 1 and 2 for Case no. 1.

<table>
<thead>
<tr>
<th>( I )</th>
<th>( \Delta f^x, \text{N} )</th>
<th>( \Delta f^y, \text{N} )</th>
<th>( \Delta f^z, \text{N} )</th>
<th>( \delta f^x, % )</th>
<th>( \delta f^y, % )</th>
<th>( \delta f^z, % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>1.000 \times 10^{-4}</td>
<td>–</td>
<td>–</td>
<td>0.37</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>6.000 \times 10^{-6}</td>
<td>–</td>
<td>0.81</td>
<td>0.02</td>
</tr>
<tr>
<td>10</td>
<td>0.000</td>
<td>0.000</td>
<td>6.060 \times 10^{-7}</td>
<td>–</td>
<td>0.10</td>
<td>0.01</td>
</tr>
<tr>
<td>20</td>
<td>0.000</td>
<td>0.000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.15</td>
<td>12.47</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.84</td>
<td>1.67</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>–</td>
<td>–</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.15</td>
<td>12.47</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.84</td>
<td>1.67</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>–</td>
<td>–</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.04</td>
<td>1.79</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.60</td>
<td>0.08</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>
cases of the target illumination using more sophisticated image processing algorithms.

When using photos of the target for the definition of the transmitted force with the above approach, it is necessary to determine the coordinates of the points of the contour of its image on a projection plane in \( F_p \). The following additional frames of reference are defined for this purpose.

The frame \( O_SxSySz \) is connected to the sensitive element of the camera \( (F_S) \), whose origin \( O_S \) is fixed in the optical centre of the plane of projection. The axis \( O_Sz \) is perpendicular to the plane of projection and is directed toward the target; axes \( O_Sx \) and \( O_Sy \) are parallel to the central axes of symmetry of the sensitive element. We will consider that the camera is mounted in such a way that the corresponding axes of frames \( O_SxSySz \) and \( O_Fx_Fy_Fz_F \) are parallel.

The origin \( O_C \) of the reference frame connected with the camera \( (F_C) \) \( O_Cx_Cy_Cz_C \) is arranged on the focal point of the camera. The axes of \( F_S \) and \( F_C \) coincide.

Let us obtain the grey scale image of a target (Fig. 7a). We will consider that the camera matrix has \( N \) pixels along the abscissa axis and \( M \) along the ordinate axis. Then such an image can be described by a matrix \( G \). Each element of this matrix \( g_{nm} \) \( (n = 1, \ldots, N; m = 1, \ldots, M) \) can have a value in the range from 0 to \( s \), where \( s \) is the number of levels of gray. Choosing some threshold value for \( g_{nm} \), we will transform the image \( G \) into binary (Fig. 7b) which will be designated as the matrix \( B \). Elements \( b_{nm} \) of this matrix are 0 or 1, depending whether \( g_{nm} \) is lower or higher than the threshold value. The following step of handling the image is to identify the pixels from the matrix \( B \) which are located on the black and white boundary and form the target contour (Fig. 7c). This contour is represented by the matrix \( C \) which has dimensions \( K \times 2 \), where \( K \) is the number of the points forming the contour. Elements of this matrix \( c_{k1} \) and \( c_{k2} \) are horizontal and vertical pixel indices \( (k\text{-point}) \) of the contour. Thus, the contour points are set by the indices of corresponding pixels. Using matrix elements \( C \) one can obtain the coordinates of the contour points in \( F_S \) as follows

\[
x_S^k = \Delta(c_{k1} - n/2), \quad y_S^k = \Delta(c_{k2} - m/2),
\]

where \( \Delta \) is the size of the pixel of the camera matrix.

When the camera is installed in such a manner that its focal point coincides with the vertex of the cone of the beam, and its focal length is equal to \( f \), frames \( F_S \) and \( F_F \) coincide and expressions (12) define the coordinates of the required contour. Here it is necessary to notice that, while choosing the projection plane at a distance equal to the camera focal length is not hard, installing the camera at the vertex of the beam cone is problematic from an engineering point of view. Therefore, we will consider the case where the camera is positioned with a small shift or offset \((0.1 \ldots 0.2 \text{ m})\) relative to the beam axis. Such a shift will cause the contour of the target obtained from the photos to differ from the contour that should be used in the proposed algorithm. This phenomenon is visible in Fig. 8 for the target considered in Section 6. Line 1 represents the contour corresponding to the case where the focal point of the camera coincides with the vertex of the cone of the beam, and line 2 shows a contour for the case where the camera is offset by 0.2 m along the axis of ordinates.

Table 5

<table>
<thead>
<tr>
<th>( l )</th>
<th>( \Delta f^x, N )</th>
<th>( \Delta f^y, N )</th>
<th>( \Delta f^z, N )</th>
<th>( \delta f^x, % )</th>
<th>( \delta f^y, % )</th>
<th>( \delta f^z, % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.000</td>
<td>1.560 ( \times 10^{-4} )</td>
<td>7.970 ( \times 10^{-3} )</td>
<td>29.26</td>
<td>45.19</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>-1.001 ( \times 10^{-5} )</td>
<td>2.712 ( \times 10^{-3} )</td>
<td>1.88</td>
<td>15.37</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.000</td>
<td>3.010 ( \times 10^{-5} )</td>
<td>2.499 ( \times 10^{-3} )</td>
<td>5.64</td>
<td>14.17</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.000</td>
<td>-1.038 ( \times 10^{-5} )</td>
<td>1.145 ( \times 10^{-3} )</td>
<td>1.95</td>
<td>6.49</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.000</td>
<td>4.316 ( \times 10^{-6} )</td>
<td>5.298 ( \times 10^{-4} )</td>
<td>0.81</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.000</td>
<td>-1.792 ( \times 10^{-6} )</td>
<td>2.394 ( \times 10^{-4} )</td>
<td>0.34</td>
<td>1.35</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.000</td>
<td>9.178 ( \times 10^{-7} )</td>
<td>1.542 ( \times 10^{-4} )</td>
<td>0.17</td>
<td>0.87</td>
<td></td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th>( l )</th>
<th>( \Delta f^x, N )</th>
<th>( \Delta f^y, N )</th>
<th>( \Delta f^z, N )</th>
<th>( \delta f^x, % )</th>
<th>( \delta f^y, % )</th>
<th>( \delta f^z, % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>-8.826 ( \times 10^{-3} )</td>
<td>-</td>
<td>-</td>
<td>29.67</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>-2.980 ( \times 10^{-3} )</td>
<td>-</td>
<td>-</td>
<td>10.02</td>
</tr>
<tr>
<td>10</td>
<td>0.000</td>
<td>0.000</td>
<td>5.593 ( \times 10^{-4} )</td>
<td>-</td>
<td>-</td>
<td>1.88</td>
</tr>
<tr>
<td>20</td>
<td>0.000</td>
<td>0.000</td>
<td>-1.825 ( \times 10^{-4} )</td>
<td>-</td>
<td>-</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 7

<table>
<thead>
<tr>
<th>( l )</th>
<th>( \Delta f^x, N )</th>
<th>( \Delta f^y, N )</th>
<th>( \Delta f^z, N )</th>
<th>( \delta f^x, % )</th>
<th>( \delta f^y, % )</th>
<th>( \delta f^z, % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>-7.496 ( \times 10^{-6} )</td>
<td>-1.659 ( \times 10^{-4} )</td>
<td>-9.443 ( \times 10^{-4} )</td>
<td>100.00</td>
<td>31.22</td>
<td>5.19</td>
</tr>
<tr>
<td>5</td>
<td>-3.493 ( \times 10^{-6} )</td>
<td>-7.309 ( \times 10^{-4} )</td>
<td>1.616 ( \times 10^{-3} )</td>
<td>46.59</td>
<td>13.75</td>
<td>8.81</td>
</tr>
<tr>
<td>10</td>
<td>-5.388 ( \times 10^{-6} )</td>
<td>1.573 ( \times 10^{-3} )</td>
<td>2.506 ( \times 10^{-3} )</td>
<td>71.87</td>
<td>2.96</td>
<td>13.66</td>
</tr>
<tr>
<td>20</td>
<td>2.599 ( \times 10^{-6} )</td>
<td>-1.458 ( \times 10^{-5} )</td>
<td>9.290 ( \times 10^{-4} )</td>
<td>34.66</td>
<td>2.74</td>
<td>5.06</td>
</tr>
<tr>
<td>50</td>
<td>4.064 ( \times 10^{-7} )</td>
<td>1.452 ( \times 10^{-5} )</td>
<td>5.179 ( \times 10^{-4} )</td>
<td>5.45</td>
<td>0.27</td>
<td>2.82</td>
</tr>
<tr>
<td>100</td>
<td>1.676 ( \times 10^{-7} )</td>
<td>-3.245 ( \times 10^{-6} )</td>
<td>2.152 ( \times 10^{-4} )</td>
<td>2.23</td>
<td>0.61</td>
<td>1.37</td>
</tr>
<tr>
<td>200</td>
<td>1.089 ( \times 10^{-7} )</td>
<td>1.286 ( \times 10^{-7} )</td>
<td>1.372 ( \times 10^{-4} )</td>
<td>1.45</td>
<td>0.02</td>
<td>0.79</td>
</tr>
</tbody>
</table>
Let us consider a possible correction of the coordinates of the contour obtained with use of the expressions (15) to account for this offset. The vectors defining the set of target points in \( F_C \) can be found as follows:

\[
P'_C = P'_T + L_{TC},
\]

where \( L_{TC} = [\tilde{x}, \tilde{y}, \tilde{z}]^T \) is the vector defining the position of the \( F_C \) origin in \( F_G \).

Taking into account expressions (8) and (15), the coordinates of the target points projected on the plane of the camera matrix may be defined as follows:

\[
x'_S = x'_T + \tilde{x}, \quad y'_S = y'_T + \tilde{y} + \frac{\tilde{z}}{z_T},
\]

\[
x'_P = x'_T - \frac{\tilde{x}}{z_T}, \quad y'_P = y'_T - \frac{\tilde{y}}{z_T} + \frac{\tilde{z}}{z_0}
\]

Since it is possible to choose a location for the camera for which \( \tilde{z} = 0 \), comparing formulas (8) and (14) it is possible to write the expressions for the coordinates of the contour taking into account the camera offset:

\[
x'_P = x'_T - \frac{\tilde{x}}{z_T}, \quad y'_P = y'_T - \frac{\tilde{y}}{z_T}
\]

However, expressions (18) cannot be used directly to correct the contour since it is obviously not possible to define the magnitude of \( z'_T \) for each considered point.

Nevertheless, instead of the exact values for \( z'_T \) it is possible to use an approximate value. For example, for all points it is possible to use \( z_0 \) that is the distance from the vertex of the cone of the beam to the geometric centre of the target. Taking this into account, expression (18) gives

\[
x'_P \approx x'_T - \frac{\tilde{x}}{z_0}, \quad y'_P \approx y'_T - \frac{\tilde{y}}{z_0}
\]

In Fig. 8a, line 3 represents corrected contour calculated with use of expression (18) and using the photo that is obtained by the shifted camera. In this figure it is apparent that the corrected contour practically coincides with the contour obtained by a camera without offset (line 1).

In Fig. 8b the corrected contour of the target when there is an inaccuracy in the determination of the position of its geometric centre is presented. When carrying out the calculations, it is accepted that the error in the determination of the geometric centre represents a random variable with a normal distribution law and zero expectation. The contours 2 and 3 are obtained for the mean squared deviation of the error respectively \( \sigma = 1 \) m and \( \sigma = 1.5 \) m.

As can be seen in Fig. 8b, satisfactory results are obtained even for a rough determination of the relative position of the centre of mass. The necessary accuracy in
the definition of the position of the geometric centre can be assured by using existing hardware, for example on the basis of remote sensing technology that measures distance by illuminating the target with a laser and analysing the reflected light (LIDAR).

8. Algorithm for the calculation of the transmitted force

The general algorithm for the calculation of the transmitted force can be summarised into the following steps.

1. Choice of the plane of projection.
2. Partition of the central projection of the GIT beam into finite elements.
3. Definition of the contour of the central projection of the target.
   3.1. To solve the modelling problems:
      3.1.1. Approximation of the surface of the target by a mesh of finite elements.
      3.1.2. Projection of the points of the mesh on the chosen plane with use of the expressions (8).
      3.1.3. Calculation of the contour of the target projection by constructing the convex or non-convex hull of the target.
   3.2. After photos are obtained in orbit:
      3.2.1. Transformation of the initial image into a binary matrix.
      3.2.2. Definition of the pixels that form the contour of the target projection.
      3.2.3 Calculation of the coordinates of the polygon vertices that approximate the contour of the target, with the use of (15).
      3.2.4. Correction of the errors due to the camera offset with expressions (18).
4. Identification of the finite beam elements hitting the area bounded by the contour of the target projection using the solution of the problem of belonging of a point to a polygon.
5. Calculation of the elementary force vectors at the finite elements selected on the previous step with the use of the formulas (10)–(13).
6. Calculation of the vector of the transmitted force by summation of the elementary forces (14).

9. Conclusions

The problem of the determination of the force transmitted by an ion beam to a downstream target in the context of contactless space debris removal has been addressed in this paper. The method and algorithms proposed here possess essential advantages in comparison to those that use direct integration of the transmitted forces over the object surface, regarding the need of information about the exact shape, size and attitude of the space debris object. In the proposed algorithm, only information on the contour of its central projection on a plane is required. To obtain the image of the target central projection in orbit it is proposed to use an optical camera. Algorithms for the determination of the target contour and identification of the plasma beam elements hitting the target have been developed. Problems of inaccuracy in the determination of the target contour due to a mismatch of the focal point of the camera with the vertex of the ion beam envelop cone have been investigated, and algorithms for the correction of this inaccuracy have been proposed. Numerical calculations to validate the method have been carried out. The general algorithm to process the photos and determine the target contour has been presented. An additional study in this area taking into account real images obtained in orbit should be carried out to ensure a robust target contour detection.
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