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Abstract

Numerical studies of the discharge of plasma thrusters are deemed essential for the
growing electric propulsion industry. On the one hand, the design and optimization
processes of new or existing thrusters benefit from a significant reduction of time and
monetary costs, thanks to a decrease in the needed experimental effort achieved through
numerical modeling. On the other hand, the amount of details and information from
numerical simulations allows the analysis of complex physical phenomena, relevant for the
thruster performance, which cannot be analyzed experimentally. This Thesis is devoted
to the study, by means of fluid-kinetic or fully-kinetic codes, of the discharge of plasma
propulsion engines, especially the Hall effect thruster. This overall objective has involved,
firstly, the improvement of some existing numerical tools; and, secondly, the simulation
of different discharge scenarios and the subsequent analysis of the results.

The first task of the Thesis has consisted on the upgrade of the hybrid 3D code
EP2PLUS, developed within the EP2 group, to enable the modeling of the plasma dis-
charge through the grid optics of ion thrusters. A realistic scenario has been simulated by
means of 2D and 3D models, and the outputs have been satisfactorily compared with ana-
lytical and experimental results, for a partial validation of the tool. The second and central
task of the Thesis has been the numerical study of two high power Hall effect thrusters
designed by SITAEL, the HT5k and the HT20k, characterized by the magnetic shielding
of their chamber walls and the use of a central cathode. The hybrid 2D (axial-radial) code
HYPHEN, developed within EP2, has been adapted and used for the modeling of both
thrusters. A first study of the HT5k has fully characterized its time-averaged discharge as
well as its performance, demonstrating the effectiveness of magnetic shielding. A similar
analysis, extended to alternative propellants and other relevant studies, has been carried
out on the HT20k thruster. A second study of the HT5k has analyzed the effect, on local
plasma properties and efficiency, of the sinusoidal modulation of the discharge voltage.
Finally, the third task, performed during the stay at the Imperial Plasma Propulsion Lab-
oratory, has led to the improvement of its in-house full-PIC quasi-2D code PlasmaSim in
its axial-radial version, for the simulation of a water-fuelled Hall effect thruster, called
WET-HET.





Resumen

El estudio numérico de las descargas de motores de plasma resulta esencial para el cre-
ciente sector de la propulsión eléctrica. Por un lado, los procesos de diseño y optimización
de prototipos nuevos o existentes se benefician de una considerable reducción de tiempos
y de costes, gracias a la disminución de la carga experimental por medio del modelado
numérico. Por otro lado, el nivel de detalle e información obtenido de las simulaciones
numéricas permite el análisis de complejos fenómenos f́ısicos del plasma, relevantes para
el rendimiento de los motores, que no pueden ser estudiados por medios experimentales.
Esta Tesis está dedicada al estudio, por medio de códigos fluido-cinéticos y puramente
cinéticos, de la descarga de propulsores de plasma, especialmente de efecto Hall. Este
objetivo general ha supuesto, en primer lugar, la mejora de herramientas numéricas ya
existentes; y, en segundo lugar, la simulación de distintos escenarios de descarga, y el
posterior análisis de los resultados.

La primera tarea ha consistido en la adaptación del código h́ıbrido 3D EP2PLUS,
desarrollado por el grupo EP2, al modelado de descargas a través de rejillas de motores
iónicos. Un escenario realista ha sido simulado por medio de modelos 2D y 3D, y los
resultados comparados satisfactoriamente con otros anaĺıticos y experimentales, para una
validación parcial de la herramienta. La segunda y principal tarea de la Tesis ha sido el
estudio numérico de dos motores de efecto Hall de alta potencia diseñados por SITAEL,
el HT5k y el HT20k, caracterizados por el apantallamiento magnético de sus paredes y
el uso de un cátodo central. El código h́ıbrido 2D HYPHEN, desarrollado en EP2, ha
sido adaptado y utilizado para la modelización de ambos motores. Un primer estudio del
HT5k ha caracterizado completamente su descarga promediada en el tiempo, aśı como
su rendimiento, demostrando la efectividad del apantallamiento magnético. Un análisis
similar, extendido a propulsantes alternativos y otros estudios de interés, se ha llevado a
cabo con el motor HT20k. Un segundo estudio del HT5k ha analizado el efecto, sobre las
propiedades locales del plasma y la eficiencia, de la modulación sinusoidal del voltaje de
descarga. La tercera y última tarea, en el marco de la estancia junto al grupo “Imperial
Plasma Propulsion Laboratory”, ha permitido la mejora de su código full-PIC cuasi-2D
PlasmaSim, en su versión axial-radial, para la simulación del motor de efecto Hall WET-
HET, operado con agua.
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Chapter 1

General introduction

1.1 In-space electric propulsion

The development of space-related technologies has shaped and shapes the world in
which we live. The wide variety of daily-life applications for which in-space systems are
indispensable reveals the paramount importance of these technologies. Just to mention
a few of these applications, one could speak about GPS, communications, surveillance or
meteorology. And the catalogue for this civil applications keeps on increasing day after
day. This fact, together with the bursting on the scene of the private sector, leaving
behind the space era under the sole control of national governments, is leading to an
outstanding increase in the number of human-made satellites in space [1].

This trend is necessarily linked to the development and research on propulsive systems
that allow space vehicles to steer themselves to target orbits or perform station-keeping
maneuvers, all this with lower mission costs and increasing spacefraft (S/P) useful life-
times. At the same time, scientific-related space missions, with more ambitious objec-
tives every day, are also drivers for the development of efficient propulsion systems. As a
response to these demands, the energy and mass limitations inherent to chemical propul-
sion can be overcome with electric propulsion (EP) technologies [2–5]. With conventional
chemical propulsion, the achievable propellant exhaust velocities are limited by the in-
ternal energy of the propellant itself. In EP, instead, very high specific impulses can
be obtained through the electromagnetic acceleration of charged particles, which leads
to significant mass savings; and energy availability is practically unlimited since it does
not depend on the propellant, but on other sources, like solar electric energy. For these
reasons, the importance of EP in the space propulsion sector is boundlessly growing [6],
being already the preferred choice among the latest space missions, like: Airbus’ telecom-
munication satellites [7, 8], Boeing’s all electric propulsion platforms [9], OneWeb and
Starlink constellations [10], or scientific missions like SMART-1 [11], Hayabusa-1 and
Hayabusa-2 [12], BepiColombo [13], the projected Lunar Gateway [14], etc.

A wide variety of electric thrusters exists featuring different operational powers, ge-
ometries and plasma-electromagnetic field interaction mechanisms for thrust generation.
Some of the most important EP systems, arranged in terms of their common opera-
tional power, are: (i) in the range beyond 100 kW (very high power), the magneto-
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plasmadynamic thruster (MPDT) [15–17]; (ii) from 0.1’s to 10’s of kW, the gridded ion
thruster (GIT) [18–21], the Hall effect thruster (HET) [22–25] and the arcjet/resistojet
[2,26,27]; (iii) from units of W to units of kW, the helicon plasma thruster (HPT) [28–33]
and the electron cyclotron resonance thruster (ECRT) [34–36], which are electrodeless;
(iv) below 10’s of W (micropropulsion), electrospray thrusters [37–39] and field emission
electric propulsion (FEEP) thrusters [40, 41]. Pulsed plasma thrusters (PPT) [42–45],
which operate in a pulsated regime, can work over a very wide range of operational power
levels.

The different types of electric thrusters can be also classified, according to the mech-
anism for plasma-engine thrust transmission, into: electrothermal, electrostatic and elec-
tromagnetic [4]. An electrostatic thruster type, the GIT, and an electromagnetic one, the
HET, constitute the most mature and performant technologies of the field, having flown
extensively and exhibiting a reliable and highly efficient operation [11,46,47]. Electrother-
mal thrusters, like the arcjet and the resistojet, and some electromagnetic ones, like the
MPDT and the PPT, posses a long heritage and a considerable degree of maturity [5],
but they are in general less performant and reliable than GITs and HETs. The MPDT
technology, in particular, can achieve the largest thrust densities within the EP field and
is suitable for high-thrust missions, but its development is hindered by the lack of vac-
uum chambers with the adequate pumping capacity [2] and extensive research is needed
to overcome current lifetime and efficiency issues. In the area of micropropulsion, due
to the unfavourable downscaling of GITs and HETs, electrospray and FEEP thrusters
are quickly evolving. These kind of devices, which electrostatically extract and accelerate
ions or charged droplets from liquid propellants, have their niche in the fast-growing mar-
ket of cubesats and nanosatellites [48], as well as in precise satellite pointing [49]. The
electrodeless HPT and ECRT rely on plasma-wave coupling for ion production, and can
render enhanced lifetimes thanks to the absence of the critical degradation mechanism
of electrode erosion, inherent to most of the other plasma thruster types [50]. However,
further research is needed to improve the plasma-wave coupling and other design char-
acteristics, specially on the HPT side, to make electrodeless thrusters more efficient and
viable alternatives to GITs and HETs [5].

Although the GIT and the HET are well-established technologies, there currently exist
significant ongoing efforts for their further development, motivated by the growing space
industry demands. These efforts include: (i) the low and high power scalability of the
thrusters [51–54]; (ii) the development of direct-drive (DD) architectures for mass and cost
savings in power processing units [55, 56]; (iii) erosion mitigation strategies for lifetime
improvement [57,58], among which magnetic shielding in HETs is the most notable exam-
ple [59]; (iv) the search for alternatives to the conventional propellant (xenon) [60–68]; (v)
design strategies for optimal thermal management [69]; etc. Advances in these research
lines require intensive experimental campaigns, which are costly and time-consuming.

1.2 Plasma simulations tools

In order to reduce the high cost associated to the development of GITs and HETs,
and also to overcome current limitations in diagnostics capabilities, the realization of
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experimental campaigns and analysis of test data needs to be combined with the numerical
modeling of the physically-complex plasma discharge of electric thrusters. For this reason,
numerical simulations have become an essential tool for the development of GITs and
HETs, and other EP devices. There exist strong efforts within the EP community to
achieve reliable plasma simulation codes. The main obstacle preventing this achievement
is the coexistence within plasma discharges of numerous multi-scale and coupled physical
phenomena [70].

The three main types of computational techniques for the modelling of plasmas are the
following [70–72]: fluid, kinetic (particle-based and grid-based) and hybrid approaches.
During the last decades, a significant number of codes of all kinds have been developed and
implemented for the numerical solution of the plasma discharge of EP thrusters. These
codes leverage the main advantages of the different formulations, while dealing with their
inherent limitations.

In first place, fluid methods solve different integral moments of the kinetic Boltzmann
equation of the plasma species, assuming Maxwellian distributions for the closures. These
approaches are attractive because of their short run times and low demand of computa-
tional resources [73–77]. However, they have a limited capability to model EP plasmas
under the low collisionallity regime, in which the velocity distribution of the different
species may significantly deviate from the Maxwellian function. One of the most impor-
tant approximations in the modeling of the electron fluid is the so-called drift-diffusion
approximation, in which time-dependent and inertial terms are neglected in the momen-
tum conservation equation [78]. This allows obtaining a generalized Ohm’s law, which
does not exhibit non-linearities in terms of the electron fluid velocity. With the additional
assumptions that magnetic and collisional forces are relatively small, as well as isother-
mal and electrostatic conditions, the simple Boltzmann relation can be applied. This
relation has been used to model the electron transport parallel to the magnetic field lines
in pseudo-2D formulations [79].

In second place, particle-based kinetic approaches, also known as full Particle-in-Cell
(PIC), discretize the species velocity distribution functions (VDFs) with particle clusters
called macroparticles, whose trajectories are obtained through the integration of kine-
matic equations and the self-consistent resolution of electromagnetic fields [80, 81]. PIC
(full-PIC) methods are widely used since they can numerically model non-Maxwellian
distributions and the algorithms associated with the particles motion are relatively sim-
ple [82–87]. Yet, these numerical approaches need to solve for very small scales (Debye
length) relative to the characteristic length of the thruster, and very high frequencies
(plasma frequency) relative to the characteristic frequencies of ion and neutral-related
processes in the plasma discharge; which significantly increase the computational cost, as
compared to fluid approaches [70]. To partially mitigate this limitation and accelerate
the simulations, the Debye length or the time step can be augmented by artificially in-
creasing, respectively, the permittivity of vacuum or the electron mass [88, 89]. The way
in which these numerical artifacts modify the physics of the problem is not fully under-
stood. Moreover, PIC methods also exhibit an inherent statistical noise, which can only
be damped at the cost of more computationally-demanding simulations.

Grid-based direct kinetic methods solve directly the kinetic Boltzmann equation, cou-
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pled with Maxwell equations, by discretizing the six-dimensional phase-space in which the
species VDFs are defined [90–92]. Grid-based direct kinetic codes, as PIC ones, are able
to deal with non-Maxwellian VDFs. Yet, unlike PIC methods, they do not suffer from
the statistical noise of particle methods [91]. The advantages of this approach are accom-
panied by many challenges such as the treatment of collisions due to the computational
cost of modelling the Boltzmann integral for elastic collisions [90], or the numerical error
associated to the discretization of the velocity space. These problems frequently restrict
the application of these methods to simplified low dimensional studies.

In third place, an intermediate solution between fluid and kinetic approaches is found
in the so-called hybrid PIC-fluid methods [93–99]. They are often regarded as an optimal
alternative for many EP plasma scenarios. They combine the advantages of both full-PIC
(i.e., kinetic description of the species modelled as macroparticles) and fluid models (i.e.,
low computational cost), the latter typically applied only to electrons. Nevertheless, the
closure of the fluid equations for electrons still limits the capacity of hybrid codes to model
particular scenarios in EP plasmas where deviations from the Maxwellian distribution are
relatively important.

1.2.1 Simulation tools used in the Thesis

Most of the work developed within the framework of this Thesis has been carried out
with three plasma simulation codes: EP2PLUS, HYPHEN and PlasmaSim. The first two
have been developed at the Plasma and Space Propulsion Team (EP2), while PlasmaSim
at the Imperial Plasma Propulsion Laboratory (IPPL). It follows a brief description of
each of the codes.

EP2PLUS

EP2PLUS is a three-dimensional hybrid (PIC-fluid), OpenMP parallelized code de-
veloped in the framework of the LEOSWEEP project, for the numerical modeling of the
plasma plume-object interaction in an ion beam shepherd (IBS) scenario, as part of the
doctoral thesis of Filippo Cichocki [98,100].

The PIC formulation (within its corresponding module) is applied to the heavy species
(i.e. ions and neutrals), which are moved in a 3D space. The electron fluid model con-
sists on a set of conservation equations coupled with Poisson’s equation for the electric
potential, which allows EP2PLUS to consistently model non-neutral plasmas, including
plasma sheaths around objects. The code features an automatic division of the simula-
tion domain into quasineutral and non-neutral regions based on the local relative charge
density. Both PIC and electron modules operate in structured meshes of the simulation
domain. The first version of EP2PLUS could only simulate non-magnetized plumes, like
the ones from GITs [100, 101], and considered simplified electron thermodynamics with
a polytropic energy closure. The most recent version of EP2PLUS, instead, incorporates
the energy equation for the electron fluid [102] and allows modelling weakly magnetized
plasma plumes from electromagnetic thrusters [103,104]. It must be pointed that scenar-
ios with high magnetization in the plume are still problematic and lead to large numerical
diffusion.
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In Chap. 2, the most relevant features of the code for the present work are presented
in detail. A complete description of the whole simulation tool can be found in Ref. [98].

HYPHEN

HYPHEN is a two-dimensional axisymmetric (axial-radial), hybrid (PIC-fluid), OpenMP
parallelized multi-thruster simulation code built modularly [105]. The development of
HYPHEN, which mainly occurs in the framework of the H2020 CHEOPS project, bene-
fits from the inherited knowledge from previous simulations codes, namely HPHall [93],
HPHall-2 [96] or HallMA [97]. The main developers of HYPHEN are Adrián Domı́nguez
Vázquez [99], Daniel Pérez Grande [106] and Jiewei Zhou [107].

The PIC formulation is similar to the one of EP2PLUS, in a 2D domain with cyclin-
drical coordinates; while a quasineutral and magnetized drift-diffusion fluid formulation
(including the energy equation) is considered for the electron population, with a phe-
nomenological experimentally-informed model for the anomalous transport [93, 96]. A
planar sheath model provides the proper coupling between the quasineutral plasma and
the wall conditions, and therefore, sheaths are treated as surface discontinuities by the
code. The PIC formulation and its algorithms are implemented on a structured Carte-
sian mesh, while the electron-fluid ones on a complex unstructured magnetic field-aligned
mesh (MFAM) [108]. The use of a MFAM enables the simulation of strongly-magnetized
plasmas, like the one within a HET discharge chamber, which is the main simulation tar-
get of HYPHEN. Recently, the code has been upgraded to simulate electrodeless plasma
thrusters [109–112]. HYPHEN and EP2PLUS codes have been compared in Ref. [104], in
terms of the modeling of the near plume of a HET.

A detailed description of the code features relevant for the present work can be found
in Chaps. 3 and 4. For a complete description of the whole simulation tool, the reader is
referred to Refs. [99,100,105,107,113–115].

PlasmaSim

PlasmaSim is an electrostatic full-PIC code written in C++ and Julia, developed by
Aaron Knoll for the simulation of HETs. There exist 0D, 1D and quasi-2D versions of
the code [67, 116, 117]. The denomination “quasi-2D” refers to the fact that the code
features a reduced order scheme for the solution of the 2D Poisson’s equation, which is
explained in Sec. 6. The present work is only related to the quasi-2D version, of which,
at the same time, there exist two versions: (a) the axial (or radial)-azimuthal version
written in Julia [118], which is mainly used for the study of high-frequency azimuthal
plasma oscillations [117,119]; and (b) the axial-radial one written in C++ [67] (and Unreal
Engine [120]), which is devoted to the modeling of large scale phenomena and performance
analysis. The axial-radial version of the code is the one used and upgraded during the
research stay. So, hereafter, “PlasmaSim” must be understood as the “quasi-2D axial-
radial version of PlasmaSim”.

A brief description of the relevant characteristics of the code is provided in Chap. 6.
A complete description of PlasmaSim can be found in Ref. [67].
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1.3 Main objectives and structure of the Thesis

The overall objective of the Thesis is to adapt, improve, and apply the three simulation
codes introduced in Sec. 1.2.1 to numerically study the physics and performances of
GITs and HETs. Chapters 2 to 6 represent the core of the Thesis, each one with its own
specific objectives. Chapter 2 presents a numerical study of the ion optics of a GIT. Then,
Chapters 3-5 are devoted to the modeling of MS HETs. Finally, Chapter 6 is about the
simulations of a conventional HET operated with water as propellant. It follows a brief
description of the main contents of each of the Chapters:

• In Chapter 2, we take advantage of the 3D geometry of EP2PLUS and its capa-
bility to deal simultaneously with electrically non-neutral and quasineutral regions
to simulate the plasma discharge across the ion optics of a GIT and the process
of neutralization of the electric charge and electric current, coupling the electron
emission of the external neutralizer and the ion beam extracted from the GIT dis-
charge chamber. Two different setups are considered for the grids modelling: one
with an infinite number of apertures, and another one with a finite number; with
different computational costs associated to them. Both models are compared with
each other and with a new 1D semi-analytical model for the plume. Moreover,
numerical simulations are benchmarked against experimental data, in terms of the
plume divergence angle. This Chapter is the exact reproduction of a first article,
published in Plasma Sources Science and Technology [121].

• In Chapter 3, we improve and adapt HYPHEN to simulate the new family of HET
prototypes featuring magnetic shielding (MS) topologies and centrally mounted hol-
low cathodes, in contrast to conventional magnetic lens topologies and external hol-
low cathodes. This research is framed mainly within the H2020 EDDA project,
and the simulations are performed on the 5 kW-class HT5k thruster by SITAEL. A
full 2D description of the discharge at different operational points is obtained and
partially validated against experiments. The main characteristics of a MS HET dis-
charge are identified and the capability of the code for its modeling demonstrated.
This Chapter is the exact reproduction of a second article, published in Journal of
Applied Physics [122].

• In Chapter 4, we continue extending HYPHEN capabilities, by imposing a time-
modulated discharge voltage and analysing its effects on the HT5k discharge per-
formance and local plasma properties. This study is motivated by previous works
that have suggested increments in performance thanks to modulation. Simulations
are performed again in the framework of the EDDA project, and their results are
compared with data from previous experiments on different thrusters. Performance
gains with modulation are studied and related to local plasma 2D dynamics. Two
additional key contributions of this Chapter are: first, the analysis of the effects
of voltage modulation in the discharge current oscillations, controlled through the
electron temperature, and the transition from natural to driven breathing modes;
and second, the isolation and identification with data-driven techniques of the most
relevant spatio-temporal mode of the modulated discharge and its comparison to
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the unmodulated one. This Chapter is the exact reproduction of a third article,
published in Journal of Applied Physics [123].

• In Chapter 5, we extend the analysis of Chapter 3 from the HT5k to the HT20k,
a magnetically shielded 20 kW-class HET by SITAEL. The research is carried out
in the context of the H2020 ASPIRE project. As a first step of this study, per-
formances of the two thrusters with xenon are compared. Besides that, the main
objectives of the analysis are: first, to simulate the discharge of the HT20k with
xenon and krypton as propellants for different operation points, and to compare the
different cases in terms of local plasma properties and performances; and second, to
analyse the sensitivity of the simulations to different input parameters, related to
the plasma-wall interaction and the plume modeling.

• In Chapter 6, we present the work developed during the international research stay
at Imperial College, on the numerical modelling of the WET-HET, a Hall-effect
thruster operated with water (or water electrolysis products) as propellant. The
numerical tool used is the full-PIC code PlasmaSim, which is briefly described in
this Chapter. The code upgrades accomplished during the research stay, whose
main aim is to enable the simulation of a HET discharge with water, are also pre-
sented. Finally, some simulation results of the WET-HET discharge are shown and
discussed.

• Chapter 7 gathers the main conclusions, including a list of the main contributions
of the Thesis. In addition, future lines of work are suggested.

Therefore, this monograph combines a compendium of three peer-reviewed articles
with two unpublished chapters which, after some refinement, we expect to submit in-
dependently for publication. We acknowledge that the hybrid nature of this document,
partially breaks its harmony and may imply some repetitions, mainly in the introductory
sections of Chapters 2 to 4. Yet, we believe that the exact reproduction of the published
articles: emphasizes that each of them has been already peer-reviewed by at least two
referees, protects better the text against plagiarism claims, and keeps the due recognition
to coauthors beyond Thesis’ advisors.





Chapter 2

Formation and neutralization of
electric charge and current of an ion
thruster plume

This Chapter integrally reproduces the contents of the article “Formation and neutral-
ization of electric charge and current of an ion thruster plume”, Plasma Sources Science
and Technology, 30 (2021) [121]. The style has been adapted to the one of this document
and the references have been unified in a single bibliography at the end of the document.

Abstract

A 3D hybrid model is introduced and applied to the simulation of the plasma plume ex-
traction, formation, and neutralization in a gridded ion thruster. While ions and neutrals
are treated with a particle-in-cell formulation, electrons are modeled as two independent
isothermal populations: one inside the discharge chamber and one in the plume. The
definition of a thermalized potential allows to solve the electron currents in the high-
conductivity limit of the Ohm’s law. The space charge neutralization distance is observed
to be short and thus essentially independent of the cathode position. However, this posi-
tion strongly affects the electric current neutralization paths in the near plume for each
ion beamlet. Electron inertial forces are shown to be comparable to collisional forces in
certain plasma regions. A semi-analytical 1D fluid model of the plume, matched to the
hybrid model, allows to complete the far plume expansion down to infinity. Grids with
an infinite and finite number of apertures are simulated and compared with each other
and with the 1D model. The numerically obtained divergence angle of the ion plume is
compared with experimental measurements, showing good agreement.

2.1 Introduction

Electric propulsion is an essential mission-enabling technology in space engineering.
The large specific impulse of plasma thrusters permits a significant extension of the space-
craft lifetime and the development of more ambitious missions. Among the different ex-
isting technologies, the Gridded Ion Thruster (GIT) can be considered a consolidated one,
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having flown in numerous space missions since 1964 [46]. The GIT is characterized by a
particular ion extraction-acceleration mechanism, which is carried out by a grid assembly.
This confines the electrons inside the chamber, while extracting, accelerating and focus-
ing an ion beam. Afterwards, the ion current is neutralized by the electrons emitted by
an external hollow cathode [26], thus avoiding charge build-up inside the thruster, which
would otherwise lead to beam stalling.

The design and optimization of this type of thrusters leans on the already existent
flight experience and ad hoc experiments or tests. Yet, the iterative design process can-
not uniquely rely on expensive experiments, in terms of both time and money. Instead,
computer simulations, providing a mean to understand the underlying plasma physics,
appear as a must in the design and characterization process. The design and operation
parameters that plasma simulations must be capable of reproducing correctly are several:
perveance, beam divergence angle, electron backstreaming voltage, beam flatness, effi-
ciencies, etcetera [124]. This paper is focused on the first two, and also on the important
phenomena of charge and current density neutralization in the very near-plume region.

The flight heritage and success of GITs has led to the development of numerous and
miscellaneous tools for their ion optics and plume simulation. Among the different ex-
isting models to simulate the ion beam extraction, formation and neutralization, the
most successful are hybrid models [125–127], based on particle-in-cell (PIC) modeling of
the ions, and fluid modeling of the electrons. Yet, there exist also full-PIC codes at-
tempting to overcome the inherent limitations of the electrons fluid modeling, with the
corresponding computational burden [128,129]. While simulations featuring a whole grid
assembly [130] are relatively uncommon, most full-PIC codes normally consider a small,
and yet significant, portion of the ion optics. Moreover, both 2D and 3D codes exist;
while the former feature a reduced computational cost [131], the study of some important
phenomena, such as the grids erosion with certain non axi-symmetric patterns, requires
the use of 3D codes [127,132]. Regarding the numerical schemes and meshing strategies,
they vary from finite differences in a Cartesian mesh or in a octree mesh [133], to the IFE
(Immersed Finite Elements) method [125]. Finally, diverse strategies are also observed
in the treatment of neutrals, since their low speed does importantly delay reaching a sta-
tionary state, when modeled as macro-particles of the PIC model. Existing alternative
approaches in the literature feature the use of a constant density background [134], the
neutral density correction with Clausing factors [126], and also optical methods, based on
view factors [135,136].

In this paper, a 3D hybrid code named EP2PLUS (Extensible Parallel Plasma PLume
Simulator) [100], is adapted to perform simulations on the formation and neutralization of
an ion thruster beam. The code is capable of solving the non-linear Poisson’s equation for
the electric potential, as well as the electric current continuity and electron momentum
balance equations, which enables the computation of the electric and electron current
densities. Collisional and inertial effects on the electrons are retained in the model.
A GIT grid with an infinite number of apertures, and a small GIT grid with a small
number of apertures, are simulated and compared. Different aspects of the formation and
neutralization of a GIT are explored with the simulations and contrasted with existing
data: (i) the relation between perveance and divergence angle, (ii) the effect of the ion
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beamlet coalescence on near-plume properties and beam divergence, (iii) the comparison
between infinite-apertures and finite-apertures simulations, (iv) the influence of electron
inertia on the electron current, and (v) the influence of the neutralizer position on the
electric current and charge neutralization phenomena. The 3D hybrid model is completed
with a 1D semi-analytical model of the plasma plume allowing to characterize the far-
plume expansion.

Regarding the structure of the paper, firstly both the PIC and the electron fluid models
are presented in Sec. 2.2; the boundary conditions for the PIC and electron models are
introduced respectively in Sec. 2.2.1 and 2.2.1, while the relevant model parameters are
shown in Sec. 2.2.1. Infinite and finite-apertures simulations are presented in respectively
Secs. 2.3 and 2.4. Electron inertial effects are specifically treated in Sec. 2.3.1. The semi-
analytical 1D model is described in Sec. 2.5. Then, both numerical approaches and the
1D model are compared, and a comparison of the simulation results to experimental data,
in terms of the divergence angle, is presented in Sec. 2.6. Finally, the main conclusions
are summarized in Sec. 2.7.

2.2 3D hybrid model

EP2PLUS is a 3D hybrid code, in which ions and neutrals (heavy species) are treated
as macro-particles within a PIC formulation and electrons are treated with a fluid model.
So called I- and E-modules take care, respectively of these models. The physical domain
is discretized based on a single structured mesh.

Regarding the PIC formulation, the reader is referred to Ref. [100] for a detailed
description of the algorithms used. Here, only two heavy populations are considered:
singly-charged Xe ions and Xe neutrals, and collisions between heavy species are neglected,
since grid erosion is out of the scope of this work [134]. Finally, the heavy species bulk
properties, like density and fluid velocities, are obtained at the structured mesh nodes,
through a standard first-order weighting algorithm.

The E-module incorporates the electron fluid model and the Gauss law, and solves
for the electron density (ne), temperature (Te), current density (je = −eneue), and the
electric potential field (φ); the electric field E = −∇φ is necessary to move the ion
macro-particles. In fact, as shown in Fig. 2.1 (a), the E-module distinguishes between two
electron populations: one inside the discharge chamber (j = 1), and one in the plume
(j = 2), effectively separated by the large electric potential well (compared to the electron
temperature) that forms around the acceleration grid and prevents most electrons from
traversing the inter-grid region.

The system of equations for electrons is [100]:

0 = ∇ · (je + ji) , (2.1)

0 = −∇(neTe) + ene∇φ+
meνe

e
(je + jc)−me∇ · (neueue) (2.2)

Te/n
(γ−1)
e = const (2.3)

∇2φ =
e

ε0
(ne − ni) , (2.4)
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Here most of the symbols are conventional. All heavy-species magnitudes, such as densities
and fluid velocities (ns and us) are provided by the I-module. In the electron momentum
equation (2.2): meνe (je + jc) /e is the resistive force between electrons and heavy species,
with νe =

∑
s 6=e νes the total electron collision frequency, νes the collision frequency be-

tween electrons and the sth heavy species (neutrals or ions), and jc = ene

∑
s 6=e(νes/νe)us

a collision-based current density from heavy species. The last term of Eq. (2.2) is the elec-
tron inertia, which, as shown in Sec. 2.3.1, is generally non-negligible and will be treated
in an iterative way.

Equation 2.3 is a polytropic closure of the electron fluid model with the constant
polytropic index γ equal or larger than 1. This closure allows us to introduce a barotropic
function he, whose gradient ∇he = ∇(neTe)/ne is an exact differential that can be inte-
grated yielding [73]

he(ne) =


hej + Tej ln

ne

nej

, for γ = 1

hej −
γTej

γ − 1

[
1−

(
ne

nej

)γ−1
]
, for γ > 1

(2.5)

where, for each jth electron population, the constant hej/e represents the electric potential
at the reference point of that population, where the electron density and temperature
are respectively nej and Tej. Numerically, at the separation plane between populations,
both the electron density and temperature are discontinuous and this produces a small
discontinuity in the barotropic function he, which however has no significant physical
consequences, given the vanishing value of the electron density there.

As the plasma is weakly collisional, the two dominant terms in the electron momentum
equation are the electric force and the pressure gradient. If the small resistive and inertial
forces were both dropped in that equation, a Boltzmann relation between ne and φ would
be obtained, but the resulting model would not allow to compute je from the electric
current continuity equation alone. Ref. [103] defined the so-called thermalized potential
Φ, whose gradient is ∇Φ = ∇φ−∇he/e, so that:

Φ = Φj + φ− he/e (2.6)

where Φj is the thermalized potential value at the reference node of the jth electron
population. In terms of Φ, Eqs. 2.1 and 2.2 become:

σe∇2Φ +∇Φ · ∇σe =∇ · (ji − jc + jiner), (2.7)

je =− σe∇Φ− jc + jiner, (2.8)

where σe = e2ne/meνe is the electron conductivity, and

jiner = (eνe)
−1∇ · (jeje/ne) ≡ (eνe)

−1∇ · (neueue) (2.9)

is an equivalent current accounting for inertia effects. Neglecting collisional effects yields
σe →∞ and ∇Φ→ 0 and, as anticipated, je cannot be solved for. Eqs. 2.4, 2.6, 2.7, and
2.8 complete the mathematical model for φ, ne, Φ, and je to be solved here. Notice that
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Figure 2.1: (a) 2D schematic view of the simulation setup and (b) expected evolution of
the electric potential along the beamlet centerline (dashed line) and across the grids (solid
line). In subplot (a), the two electron populations domains are highlighted in different
shaded colors. The geometric magnitude of the grids used in the 2D simulations are
ds = 2mm, ts = 0.4mm, da = 1.2mm, ta = 0.8mm, lg = 2mm, and the distance between
hole centers, dhc, is 2.8mm. In subplot (b), point F is the sheath edge defined in the 1D
semi-analytical model.

the plasma is considered to be non-neutral and that the electron density is a function of
the electric potential through Eq. 2.6, thus making Eq. 2.4 a non-linear Poisson’s equation.
For the isothermal case (γ = 1) considered here (except in the 1D model of Sec. 2.5), one
has

ne (φ,Φ) = n̂ej exp

(
e (φ− Φ)

Tej

)
, (2.10)

where n̂ej = nej exp[(eΦj − hej)/Tej]. Although by keeping νe 6= 0 the electron current
density can be determined, still ∇Φ � ∇φ, and the correction provided by ∇Φ to the
Boltzmann relation is rather marginal.

The two elliptic equations 2.4 and 2.7 for φ and Φ are coupled through the electron
density ne(φ,Φ), while Eq. 2.8 is used to determine the electron current density. Nonethe-
less, for numerical simplicity, these two equations are not solved simultaneously: Eq. 2.7 is
solved first to obtain Φ, assuming the electron density of the previous time step, and then,
after updating Φ, Eq. 2.4 is solved to update the values of φ and ne(φ,Φ). We underline
that this numerical approach does not affect the stationary solution.

Both elliptic equations are solved by discretizing the differential operators in a struc-
tured mesh with second order schemes, and with the boundary conditions for φ and Φ
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described in Sec. 2.2.1. Ref. [100] describes in detail the iterative approach followed to
solve the non-linear Poisson’s equation. The only difference here is that the position of the
separation plane between the two electron populations is actively controlled to be always
at the electric potential minimum found along the beamlet centerline, as also shown in
Fig. 2.1 (b). This enhances the solver convergence, without the need of linearizing the
exponential dependence of the electron density on the electric potential for φ > hej/e, as
done by several codes in the literature [126,128].

The equation for Φ, Eq. 2.7, is also solved iteratively, given its non-linearity due to the
inertial term on its right-hand side, which is a function of Φ (through je). In particular,
the following steps are followed. In the first iteration, the inertia term is neglected and
a first solution for je is computed, whence a first guess for jiner. In the following steps,
a growing percentage of the inertia current density jiner (from 0 to 100%) is applied as
an additional right hand side in both Eqs. 2.7 and 2.8. The inertial current density is
always computed from the solutions for Φ and je of the latest iteration. The progressive
inclusion of the inertial current density is necessary to achieve a good convergence of the
solver, since the inertial term can be the dominant term in Eq. 2.2 in certain regions of the
simulation domain, especially where the radius of curvature of the electron streamlines
happens to be very small.

2.2.1 Boundary conditions and model parameters

PIC model boundary conditions

The boundary conditions for the ion and neutral macro-particles are shown in Fig. 2.1
(a). From the upstream boundary, located inside the discharge chamber, ions and neutrals
are injected thermally, thus simulating the incoming particle flux from the inner ioniza-
tion chamber (many simulation codes assume a sonic ion injection here, thus missing the
pre-sheath formation [128, 137]). At the material wall boundaries of the screen and ac-
celeration grids, neutral macro-particles are reflected diffusely and ions are recombined
into neutrals, and re-injected into the domain following a Lambertian emission law [138]
with full energy accommodation with the wall. Then, when neutrals or ions reach the
lateral external boundaries, they are either specularly reflected (in infinite-apertures simu-
lations) or simply removed (in finite multi-apertures simulations). In the former case, the
specular reflection simulates the symmetric interaction of the simulated beamlet with the
surrounding ones of the grid, while in the latter case, the lateral boundary is an open free
loss surface, transparent to macro-particles. Finally, macro-particles are always removed
from the domain when they cross the downstream boundary.

Electron model boundary conditions

In order to solve the differential equations 2.4 and 2.7, appropriate boundary conditions
for both φ and Φ must be implemented. Referring to Fig. 2.1, the following boundary
conditions are applied on φ to solve Poisson’s equation:

• Reference points of the electron populations. At the 1st population reference point,
φ is set to 0. At the 2nd population reference point, φ is set equal to −VN, which
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is the net acceleration voltage of the beam. At these two points, the local electron
density is also specified assuming quasineutrality: ne = n∗e = ni, with ni given by
the I-module.

• Material grid boundaries. The value of φ is set equal to the electric potential of
either the screen or acceleration grid, respectively. Therefore, referring to Fig. 2.1
(b), the screen grid walls are at the potential φ = −VS, while at the acceleration
grid φ = −VE.

• Upstream, downstream and lateral boundaries. A zero normal electric field is ap-
plied.

Introducing a normal unit vector 1n at the simulation boundaries directed towards the
plasma, the boundary conditions for Φ are then the following:

• Neutralization surface plane. A Dirichlet condition Φ = const is applied, which
means that the electron current density in the direction normal to the neutralizer
is left free.

• Material grids boundaries. A thermal electron flux is imposed, that is: je · 1n =
je,th = ene

√
Te/(2πme), which is equivalent to the non-homogeneous Neumann con-

dition
∂Φ

∂1n

= −(jc − jiner) · 1n + je,th

σe
. (2.11)

• Upstream, downstream and lateral boundaries. A zero normal electric current den-
sity is assumed: (je + ji) · 1n = 0, which means

∂Φ

∂1n

=
ji − jc + jiner

σe
· 1n. (2.12)

Model parameters

The presented 3D model features a certain number of parameters, which belong to two
categories: fixed parameters that are not varied in the study, and variable parameters that
are modified in certain simulations to investigate their effect (parametric analysis).

Referring to Fig. 2.1 (a), the grids geometry is defined by specifying the diameter ds = 2
mm of the screen grid holes, the diameter da = 1.2 mm of the acceleration grid holes,
the distance dh = 2.8 mm between the centers of two neighbouring holes at the screen
grid (which is uniform, given the hexagonal holes distribution), the thickness ts = 0.4
mm and ta = 0.8 mm of respectively the screen and acceleration grids, and the distance
lg = 2 mm between the screen and acceleration grids. These geometric parameters are
kept constant in all simulations. Moreover, the problem geometry is completely specified
by providing the position of the neutralizer surface and its size. In particular, this either
occupies the full cross-section (at a constant axial coordinate z) of the simulation domain,
like in the case of infinite apertures simulations, or just represents a small emission surface
on the lateral boundary of the simulation domain, like in the case of the finite-apertures
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simulations. Two different axial positions of the neutralizer are considered in both infinite
(15, 30 mm) and finite-apertures (15, 20 mm) setups.

Still referring to Fig. 2.1 (b), the applied voltages are VE (electric potential difference
between the discharge chamber plasma and the acceleration grid), VS (potential difference
between the discharge chamber plasma and the screen grid), and VN, which fixes the total
potential drop between the discharge chamber and the external cathode. These voltages
are kept fixed in all simulations.

Regarding the electrons, the only parameters required by the model are the electron
temperatures Te1 and Te2 of respectively the discharge chamber and plume populations.
The Xe neutrals, which affect only the electron collision frequency, are injected with
a constant thermal flux and temperature from the discharge chamber, and, for finite-
apertures simulations, also from the neutralizer surface. For what concerns the ions,
they are injected from the discharge chamber by providing the value of their injection
temperatures and fluxes. While the former are kept constant, the latter are varied between
simulations: an increase of the injected ion mass flow per hole produces a larger beamlet
current ib. A relevant parameter that is related to this, is the normalized perveance per
hole, Π, which is defined as [139]:

Π =
ib

V
3/2

E

[(
lg
ds

)2

+
1

4

]
V

3/2
E,0

ib,0
(2.13)

where VE,0 = 1000 V, ib,0 = 10−4 A are the reference voltage and current values. The
normalized perveance per hole (herefater, the perveance) permits us to assess the influence
of space charge effects, relative to the influence of the grid assembly electrical properties,
on the extraction process. A relatively large value of Π leads to an under-focused beam,
whereas a small value creates an over-focused beam with ion crossover trajectories [124].
The variation of the ion mass flow per hole commented above results in a variation of Π
across different simulations.

Finally, the interaction between ions/neutrals and the material walls of the ion grid
optics requires the definition of two additional parameters that are the accommodation
coefficient αW for both neutral reflection and ion recombination (refer to Ref. [100] for a
detailed description of the model), and the walls temperature TW. Both parameters are
kept constant in all considered simulations.

2.3 2D case: grid with infinite apertures

The main simulation and geometric parameters considered for this case are shown in
Tab. 2.2.1. As mentioned in Sec. 2.2.1, several simulations are performed by varying the
value of the ion flux injected upstream, and hence the perveance. The simulation setup,
depicted in Fig. 2.1 (a), consists of a single aperture with specular reflection conditions
for the heavy species at the lateral boundaries, which reproduce the interaction with an
infinite number of surrounding beamlets. The net acceleration voltage is set to 770 V,
while the acceleration grid potential with respect to the ionization chamber plasma is
-1100 V. Ions and neutrals are injected thermally from the upstream boundary, with a
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Parameters Units
Infinite

apertures

Finite

apertures

Number of apertures simulated (-) 1 19

Domain physical size (x, y, z) mm [2.8,2.8,30] [20,24.4,30]

Neutralizer center position (x, y, z) mm [0,0,14.8-30] [0,14,14.8-20]

Chamber electron temperature, Te1 eV 3.5

Plume electron temperature, Te2 eV 2.0

Acceleration grid voltage, VE V 1100

Cathode voltage, VN V 770

Screen grid voltage, VS V 15

Inflow Xe+ temperature eV 0.04

Inflow Xe+ mass flow per hole µg/s [0.07-0.34] [0.18-0.92]

Inflow Xe mass flow per hole µg/s [0.007-0.034] [0.018-0.092]

Neutralizer Xe mass flow µg/s 0.0 0.001

Normalized perveance Π per hole (-) [0.28-0.94]

Upstream plasma density, ne1 m−3 [26.0-124.3]·1015

Downstream plasma density,
at neutralizer center, ne2

m−3 [1.1-2.4]·1015 6.5·1014

Grids material temperature, TW K 500

Accommodation coefficient, αW (-) 1.0

Table 2.1: Simulation parameters for both infinite and finite-apertures simulations. The
upstream and downstream plasma densities represent the electron number densities at the
reference points of the upstream and downstream electron populations. Voltage values
represent the electric potential drop from the upstream chamber plasma.

temperature of 0.04 eV [140], and no gas is injected from the neutralizer surface down-
stream. The electron temperature of the source electrons is 3.5 eV, while the neutralizer
electron temperature is 2 eV [140,141].

Figs. 2.2 (a) to (c) show the contour map of the ion density at x = 0 for three different
values of Π. As expected, the focusing of the ion beamlet decreases when the perveance
grows. Indeed, when the perveance is the highest, Fig. 2.2 (c), meaning that space charge
effects dominate over the grids electric influence, peripheral density peaks can be spotted,
because the beam is under-focused. On the contrary, when the perveance is the lowest,
Fig. 2.2 (a), the beamlet features a centered density peak in the inter-grid region, which
is due to crossover trajectories: the beamlet is over-focused. These considerations are
confirmed in Figs. 2.2 (d) to (f), showing the individual ion trajectories: in the lower
perveance cases (d) and (e), some cross-over trajectories can be spotted, while in the
highest perveance case, there is a non-negligible number of ions that hit the acceleration
grid. The reason behind the under-focusing and over-focusing can be better appreciated
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Figure 2.2: (a,b,c) Ion density ni, (d,e,f) ion macroparticle trajectories, (g,h,i) ni−ne and
(j,k,l) electric potential φ (zoomed in, around the grid assembly), at x = 0, for different
values of the normalized perveance per hole: Π = 0.60 (a, d, g, j), 0.83 (b, e, h, k), and
0.94 (c, f, i, l).

in Figs. 2.2 (g) to (i), and (j) to (l), showing respectively the difference between ion and
electron density (thus proportional to the charge density), and the electric potential, in a
region close to the grids assembly. Although φ eventually tends to the imposed value of
−VN, the curvature of its iso-lines and hence the radial electric field is strongly affected
by the perveance. Indeed, both the upstream and downstream isolines are more curved
when Π is lower, because plasma space charge effects are less relevant. The curvature
of the electric potential iso-lines or, equivalently of the extraction sheath, is directly
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related to the beamlet divergence. When the curvature is excessive/too low, the beamlet
becomes over-focused/under-focused and an increase in divergence is always observed.
The intermediate perveance case of Fig. 2.2 represents an optimal one, minimizing the
divergence angle. This behavior can be appreciated in Fig. 2.16, showing the evolution of
the divergence angle with the normalized perveance (square markers line), and it agrees
well with the results found in literature [125,126].

The ion, electron, and electric current density and streamlines are then displayed in
Fig. 2.3 for Π = 0.83. As expected, the ion current density is largest at the acceleration

Figure 2.3: (a) Ion current density, (b) electron current density and (c) electric current
density at the x = 0 plane, for Π = 0.83. Contour levels (dashed lines) and current
streamlines (solid lines) are displayed.

grid position, where the focusing is the highest, and downstream tend to become parallel
to the lateral simulation boundaries, due to the influence of the surrounding ion beamlets.
The electron current density is negligible in the inter-grids region, due the screening action
of the grids electric potential, so electrons barely travel through the grids. The electrons
injected into the domain at z = 0 only travel towards the screen grid, so that je originates
there and travels upstream inwards. The electrons emitted at the current neutralization
surface, on the other hand, flow downstream to neutralize the ion beam. The resulting
electric current streamlines are shown in Fig. 2.3 (c). They originate at the screen grid,
flow through the grids, and disappear almost completely at the neutralizer plane.

It is important to remark here that je is obtained through the gradient of Φ, with
Eq. 2.8. Small variations of the thermalized potential, of the order of mV, are sufficient to
produce the observed je. Therefore, the influence of Φ on Poisson’s equation is negligible.
Yet, the fact that the gradients of Φ and φ differ by several order of magnitudes does
not mean that the problem of determining Φ and φ is ill-conditioned. In fact, Φ is
directly solved for with Eq. 2.7. In this equation, the thermalized potential, and hence
the electron current density, are well determined, except when ne = 0, or, equivalently, σe

= 0. A minimum σe is therefore used to avoid this numerical problem.
Fig. 2.4 shows the relative space charge of the plasma, |ni−ne|/ni, for two different po-

sitions of the current neutralization plane (where the reference point for the downstream
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Figure 2.4: Comparison of the simulations with the neutralization surface in the position
indicated in Tab. 2.2.1 (upper part of the subplots) and the neutralization surface shifted
downstream to the boundary (lower part), for the same perveance case, Π = 0.83. The
grey dashed lines indicate the position of the neutralization surface.

electrons population is also located). The non-neutral region is clearly not affected by
the position of the neutralization surface, provided that this is located sufficiently down-
stream, where the plasma is essentially quasineutral. This is the consequence of the fact
that the electric potential downstream is only weakly affected by this shift. On the other
hand, the electric current neutralization is achieved only at the neutralization plane, as
shown in Fig. 2.3 (c). This indicates that the neutralization surface position only affects
significantly the current neutralization phenomena and the electric current streamlines,
provided that the neutralizer is emplaced properly, i.e. it is not too far from the acceler-
ation grid (otherwise beam stalling is expected to occur).

The extension of the space charge region downstream of the acceleration grid, zF−zE,
is then shown in Fig. 2.5, as a function of the normalized perveance per hole, for both
the infinite apertures (black line, square markers) and finite-apertures (blue line, triangle
markers) simulations. Such a space charge extension is conventionally defined as the
axial length of the region where |ni − ne| /ni > 0.1, although farther downstream the
neutrality ratio can increase again due to beamlets coalescence effects, as seen in Fig. 2.4.
The infinite apertures simulations feature nearly the same space charge extension as the
finite-apertures simulations, which have a very different neutralizer position, as described
in Sec. 2.4, thus confirming the fact that the cathode location does not affect importantly
the charge neutralization physics.
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Figure 2.5: Evolution of the downstream sheath axial extension, zF − zE, as a function
of Π, for infinite apertures (black line, square markers) and finite-apertures (blue line,
triangle markers) simulations, and for the 1D model (red lines, circle markers). For
the latter, the considered beam area function assumes two different divergence angle
evolutions α(Π): one taken from the infinite apertures simulations (solid line) and another
one from experimental measurements (dashed line).

2.3.1 Electron inertia effects

Results shown so far include the effects of the electron inertia in the momentum
equation, Eq. 2.2, or the equivalent Ohm’s law, Eq. 2.8. This last one can be expressed as
the balance,

σe (∇φ−∇pe/(ene)) + (jc + je)− jiner = 0 (2.14)

for electrons, among (i) the combination of pressure and electric forces, (ii) the resistive
force, and (iii) the inertial force. The inclusion of jiner has been done through a time-
consuming iterative scheme, explained before, the first step corresponding to jiner = 0.

Fig. 2.6 (a)-(h) compares, for the case Π = 0.83, the terms in Eq. 2.14 and the resulting
je (obtained including or neglecting the electron inertia), inside the discharge chamber
(subplots (a) to (d), with the grey rectangle representing the screen grid) and downstream
of the neutralization plane (subplots (e) to (h), with the dashed grey line representing the
neutralization plane).

The two first rows show that in both regions, inertia and resistivity are typically of
the same order, so electron inertia should not be omitted, in principle, if the resistive
force is kept in the momentum equation. It is also observed that inertia and resistivity
force vectors are in the same direction within the discharge chamber, while they tend
to oppose in the plume. The result of this is visible in the third row figures, showing
σe∇Φ. The last row of Fig. 2.6 shows the net effect of including inertia on je, which is not
affected importantly, neither in magnitude nor in direction. This is because je is rather
constrained by the boundary conditions, and hence, from Eq. 2.14, the most affected term
is the thermalized potential gradient, which changes to balance out the additional inertia
term. This means that σe∇Φ− jiner is rather independent of jiner. Yet, the effects of the
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Figure 2.6: Comparison of magnitude and direction of the different terms of Eq. 2.14 for
Π = 0.83: (a,e) inertial current density, (b,f) collisional force current density, and (c,g)
current density associated to the thermalized potential gradient. Subplots (d,h) show
the electron current density contour lines (dashed) and streamlines (solid) considering
(red) or not (black) the electron inertia term. Results refer to the inside of the discharge
chamber (a,b,c,d), and the plume region downstream of the neutralizer (e,f,g,h). In this
latter region, the characteristic magnitude of the electron balance terms are one order of
magnitude smaller than inside the chamber.
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electron inertia are larger in the plume than in the discharge chamber and they tend to
slightly reduce the spatial gradients and the curvature of the je streamlines. Finally, it
is important to observe that, since ∇Φ � ∇φ, electron inertia and resistivity play no
relevant role in determining the total electric field and the plasma density map.

2.4 3D case: Grids with finite apertures

The main simulation and geometric parameters considered for the finite-apertures
simulations are shown in Tab. 2.2.1. Several simulations are carried out varying only the
ion flux at the upstream boundary in order to assess the effect of a varying perveance.
The simulation setup now consists in a whole grid assembly composed by a total of 19
hole-pairs, with square shape, forming a hexagonal pattern, as shown in Fig. 2.7, with the
same grid layout as in Ref. [139]. The neutralizer is now located at x = 0, z = 15 mm,
on the ymax lateral boundary, and has a square emission surface with 2mm side.

Figure 2.7: Schematic of the finite multi-apertures geometric setup. The neutralizer is
actually located slightly downstream of the acceleration grid, as shown in Tab. 2.2.1.

Since the entire ion optics is simulated, the lateral boundaries in Fig. 2.1 are no more
specular reflection surfaces, but simply free-loss ones (ions and neutrals traversing them
are simply removed from the simulation). Moreover, the lateral walls of the ionization
chamber are considered to be dielectric, thus featuring a zero normal electric current
density.

In the following, results for an intermediate perveance case, Π = 0.83, are shown.
Figs. 2.8 (a) and (b) show the ion density at respectively x = 0 and y = 0 while Figs. 2.8
(c) and (d) show φ at the same symmetry planes. The external cathode is displayed as a
black rectangle, outside the computational domain, in Fig. 2.8 (b,d,f) (x=0 plane).

The formation of the ion thruster plume through the gradual coalescence of the in-
dividual beamlets into a singly-peaked plasma beam is observed just a few centimeters
downstream the grids. This beam formation process occurs nearly symmetrically, around
the thruster axis. Yet, a slight deviation from symmetry can be appreciated in Fig. 2.8
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Figure 2.8: Ion density, electric potential and charge density at y = 0 (a, c, e), and x = 0
(b, d, f), for Π = 0.83.

(b) and more clearly in Fig. 2.8 (d). This is due to the presence of the cathode, which,
in the considered simulation setup, is closer to the thruster than in a real scenario. For
a more realistic cathode position, this disturbance is expected to be smaller. Figs. 2.8 (e)
and (f) show the charge density at, respectively, y = 0 and x = 0. The central beamlets
are charge-neutralized at the same distance from the acceleration grid, while boundary
beamlets are neutralized slightly farther downstream. In any case, it is apparent that the
charge neutralization process is almost symmetric and, thus, independent of the position
of the cathode, as it will be confirmed later.

Fig. 2.9 (a) to (c) show the progressive beamlets coalescence and plume formation at
increasing axial distances (12, 20 and 28 mm). At z = 12 mm, the beamlets have not
coalesced yet and they are independent structures. Observe that their shape has become
circular, in spite of the apertures being square in the present simulation, thus having short
memory of its upstream extraction shape. At z = 20 mm, the beamlets have partially
merged and finally, at z = 28 mm, the beamlets mixing process is almost complete and
a single-peaked beam is emerging. An interesting final observation, referring to Fig. 2.8
(e) and (f), is that the beamlet coalescence process occurs when the plume is already
charge-neutralized. In fact, charge neutralization is nearly complete at z ' 10 mm, while
the beamlets interaction starts at higher downstream distances.

Fig. 2.10 shows the ion, electron and electric current density and streamlines at x = 0
(the cross-section containing the neutralizer) for the same perveance case. Referring to
subplot (b), the electrons emitted by the cathode are observed to travel downstream to
neutralize the ion beam, without backstreaming through the grids towards the ionization
chamber. Inside the chamber, on the other hand, upstream electrons are collected by both
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Figure 2.9: Ion density at different axial cross-sections, for Π = 0.83.

Figure 2.10: (a) Ion current density, (b) electron current density and (c) electric current
density, with streamlines at x = 0, for Π = 0.83. Contour levels (dashed lines) and current
streamlines (solid lines) are displayed.

the screen grid and the lateral thruster walls. Regarding the electric current (subplot
(c)), this originates at the screen grid walls (which are an electron sink), it flows through
the grids transported by the ions (subplot (a)) and is finally collected by the boundary
cathode, which is an electron source. This electric circuit is completed by an external
segment not shown here: the electrons collected by the screen grid are pushed towards
the cathode by a “beam power” supply [142], where most of the operational thruster
power is actually consumed.

Fig. 2.11 shows the ion density, the relative charge density and the electric current
density at the same plane, x = 0, for a shifted neutralizer position. Comparing Fig. 2.11
(b) and Fig. 2.8 (f), it is clear that the charge neutralization process is nearly unaffected
by the cathode position. This is not the case for the electric current neutralization. as
seen by comparing Fig. 2.10 (c) and Fig. 2.11 (c): the closer the neutralizer is to the grids,
the more upstream the beamlets become axially current-free. This can be considered to



26 Chapter 2. Formation and neutralization of an ion thruster plume

Figure 2.11: (a) Ion density, (b) charge density and (c) electric current density in the case
of the cathode shifted downstream, for Π̃h = 0.83. In (c), contour levels (dashed lines)
and current streamlines (solid lines) are shown.

happen at the position where the electric current streamlines turn towards the cathode.

The observed difference between charge and current neutralization can be explained as
follows. On one hand, the charge density depends on the local electron and ion densities,
which are only dimly affected by the neutralizer position. In fact, the neutralizer affects
the thermalized potential solution, whose gradient −∇Φ is negligible compared to the
Boltzmann electric field −∇pe/(ene). Therefore, the total electric field and hence the
ion density are essentially symmetric with respect to the thruster centerline, as shown in
Figs. 2.8 (a) and (b) and Fig. 2.11 (a). As a consequence, the electron number density
is also symmetric, since it depends mainly on the electric potential, being |∆Φ| � |∆φ|
(see Eq. 2.10). On the other hand, the electron current density is ultimately determined
by the asymmetric and small thermalized potential gradient −∇Φ (pre-multiplied by a
large scalar conductivity σe), as shown in Eq. 2.8. Since the neutralizer is modeled as
a Dirichlet surface for Φ, as explained in Sec. 2.2, both the thermalized potential and
its gradient are strongly affected by the neutralizer position. This yields an asymmetric
electron current density and neutralization, as shown in Fig. 2.10 (b), with an important
role of the cathode position.

Finally, the effect of including the electron inertia on the je streamlines in this 3D
case is shown in Fig. 2.12. As in the 2D case, electron inertia is a relevant contribution
to the balance of Eq. 2.14, but this contribution is mostly compensated by an adjustment
of ∇Φ and the net effect on je is limited. Still, it is larger than the one shown in Fig. 2.6
(h) for the 2D case. When inertia is ignored, the electron streamlines that originate at
the neutralizer surface tend to move near-vertically downwards until reaching the plume
centerline, where they undergo an abrupt change in direction. This effect is visibly reduced
when inertia is accounted for: lower spatial gradients in the electron current density and
a lower curvature of the electron streamlines are appreciated.
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Figure 2.12: Effect of electron inertia on je streamlines. Red lines correspond to the full
solution with electron inertia. Black lines correspond to the approximation without the
contribution of electron inertia .

2.5 1D fluid model of the plume

To complement the previous 2D and 3D numerical models and extend them to the
far downtream region, a 1D semi-analytical model of the plasma plume expansion, from
the acceleration grid E, to infinity, is presented here. A sketch of the electric potential
evolution considered for this 1D model is included in Fig. 2.13 (a).

Neutrals and collisional effects are neglected here. Ions are considered a highly super-
sonic population and their continuity and mechanical energy equations yield

ui(φ) =
√
u2

iE − 2e(φ− φE)/mi (2.15)

ni(φ, z) =
Ii

eA(z)ui(φ)
, (2.16)

where the plume area variation A(z), the total ion current Ii and the ion velocity at E, uiE

are known. The neutralizer N is modeled as a sheet, with a potential φ = φN and located
at z = zN, and emits an electron current equal to Ii with a temperature TeN. Electrons are
assumed isothermal before the neutralizer, for z < zN, but they are considered polytropic
(with γ > 1) in the downstream region z > zN in order to reproduce the known far-plume
cooling and to achieve a finite potential fall at infinity [73]. Thus their density satisfies

ne(φ)

neN

=


exp

e(φ− φN)

TeN

, if z < zN[
1 +

γ − 1

γ

e(φ− φN)

TeN

] 1
γ−1

, if z ≥ zN

(2.17)

Finally, Poisson’s equation can be expressed as

ε0
d2φ

dz2
= ene(φ)− eni(φ, z). (2.18)
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The spatial structure of the plume is split in three subregions:
(i) a Debye sheath from the grid E to a sheath edge F, (ii) a quasineutral, zero electron

current region from F to N, and (iii) a quasineutral, current-free region from N to infinity.
The Debye sheath satisfies Eq. 2.18 with boundary conditions φ(zE) = φE and ε0dφ/dz|zF =

0. A simple shooting method yields the profile φ(z), including the potential at the sheath
edge, φF. A practical example to be compared with the hybrid results of Fig. 2.5 is
given below. Meanwhile, a rough estimate of the sheath thickness can be obtained by just
approximating the electric charge on the right side of Eq. 2.18 by a constant average value
ρ̃el, thus obtaining φ(z̄) = φE + (ρ̃el/2ε0)(2z̄F − z̄)z̄ with z̄ = z − zE. Then, the sheath
thickness is z̄F =

√
2ε0(φF − φE)/ρ̃el or, using known parameters φN − φE (' φF − φE)

and niE:
z̄F ≈ 3

√
2ε0( φN − φE)/eniE, (2.19)

with the integer 3 providing the best fit for the results of Fig. 2.5.
In the intermediate region FN, quasineutrality leads to

ene(φ)ui(φ) = Ii/A(z), (2.20)

which is the implicit equation for the monotonically-decreasing potential φ(z). Evaluating
the expression between F and N, one has

e(φF − φN) ≈ TeN ln(AN/AF) ∼ TeN, (2.21)

thus justifying Eq. 2.19. In the far region N∞, Eq. 2.20 applies again but now ne(φ)
corresponds to the non-isothermal case in Eq. 2.17. Far downstream, ne(z) → 0, and
Eq. 2.17 states that the asymptotic downstream potential is

φ∞ = φN −
γ

γ − 1

TeN

e
. (2.22)

Values of γ ≈ 1.2 and TeN ≈ 2eV are suggested in the literature [141, 143] yielding a
potential fall of 12V from the neutralizer sheet to infinity.

In the real case, at the exit E, the plume consists of a set of beamlets which later
intersect and only downstream merge in a single beam as shown in Fig. 2.13(b). This in-
teraction can be taken into account by properly defining the area function A(z̄). Assuming
conical beamlets of circular cross-section and divergence angle α, which start to coalesce
at a distance z̄C, a suitable expression of the area variation is the following piece-wise
function:

A(z̄) =


NbA

′
E

(
1 + z̄

√
π/A′E tanα

)2

, if z̄ ≤ z̄C,

NbA
′
C

(
1 + (z̄ − z̄C)

√
π/(NbA′C) tanα

)2

, if z̄ > z̄C,

(2.23)

with Nb the number of beamlets, A′E the initial area per beamlet (or acceleration grid hole

area), and A′C = A′E

(
1 + z̄C

√
π/A′E tanα

)2

the individual beamlet area at the coalescence

start point z̄C. The coalescence coordinate z̄C can be obtained as a function of the geomet-
ric properties of the grid and of the divergence angle as z̄C = arctan [(dhc − da)/(2 tanα)].
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Figure 2.13: (a) Electric potential evolution along the plume centerline, and (b) a possible
plume area function to include the effects of beamlets interaction. Model inputs are shown
in red. In subplot (b) the plume area evolution A(z̄) is shown by the shaded area.

Finally, the plume divergence angle is, in general, a function of the normalized perveance
per hole: the evolutions α(Π) found in both the infinite-apertures simulations and in
the experiments of Ref. [139] (shown by the black and red lines in Fig. 2.16) have been
assumed here.

Eq. 2.23 shows that the derivative of the plume area dA(z)/dz̄ is discontinuous at z̄C

to account for the fact that the individual beamlets start to overlap there. In the limit of
an infinite number of apertures/beamlets Nb → ∞, and the average beamlet area after
point z̄C remains constant, which is consistent with the infinite-apertures 2D simulations
of Sec. 2.3, where the specular reflection considered for ions crossing the lateral boundaries
is equivalent to assuming a constant beamlet area.

Using the area variation of Eq. 2.23 to integrate Eq. 2.18, the profile φ(z) inside the
Debye sheath and the sheath thickness z̄F are obtained. This magnitude is shown as a
function of the normalized perveance by the solid and dashed red lines in Fig. 2.5, with the
considered α(Π) profile (from either infinite apertures simulations or from experiments)
having only a minor influence. More importantly, the predicted sheath thickness by the
1D model is in good agreement with that of the 2D and 3D hybrid models, except for low
perveances. This disagreement is due to the overfocusing of the beamlets, whose area at
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the acceleration grid becomes quite smaller than the acceleration grid hole area, which is
the one assumed in Eq. 2.23; and it is also due to the strongly non-uniform radial density
profile at the grids exit induced again by the overfocusing, a feature that is not captured
by the 1D nature of the model.

2.6 Model benchmarking and validation with exper-

iments

In this section, the numerical models for 2D infinite-apertures and 3D finite-apertures
setups are benchmarked one against the other and compared to the semi-analytical 1D
model predictions and experimental data. For a proper comparison, the region around
the central hole is considered in the finite-apertures case.

Figure 2.14: Comparison of the ion density between the infinite apertures and the finite-
apertures simulation at (a) x = 0 and (b) y = 0, for Π = 0.45. The central hole-pair is
considered for the finite-apertures simulation.

Fig. 2.14 compares the ion density of the 2D and 3D approaches at two planes of in-
terest, x = 0 and y = 0, for Π = 0.45. In both planes, the solutions are qualitatively
similar. However, there are also some visible discrepancies. Referring first to the x = 0
plane (subplot (a)), the discrepancies are explained by the fact that the symmetric bound-
ary condition in a computational domain with square holes cannot exactly reproduce the
hexagonal layout of the finite-apertures simulations, shown in Fig. 2.7. Therefore, the
beamlets interaction is different in the two cases, with a consequent visible difference
downstream in the ion density map. In the y = 0 plane (subplot (b)), on the other
hand, the symmetric boundary reflection condition of the infinite-apertures simulation
reproduces more accurately the beamlets interaction, so that the observed differences are
smaller, and mainly related to the slight outward deviation of the beamlets surrounding
the central one, as observed in the finite-apertures grid case in Fig. 2.8 (a). This three-
dimensional effect, however, would vanish quickly for increasing numbers of holes (typical
ion thrusters feature hundreds or thousands of holes).
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The two different simulation setups discussed in detail in Secs. 2.3 and 2.4 have then
been compared to the 1D semi-analytical model of Sec.2.5. While the downstream sheath
size has already been compared in Fig. 2.5, with an overall good agreement, Fig. 2.15 (a)
shows a quantitative comparison of the profiles, along the central hole centerline, of the
ion density and electric potential, obtained with the three models.

Figure 2.15: (a) 1D quantitative comparison of the ion density (in black) and electric
potential (in red) for the 2D (dashed line), 3D (dotted line) and 1D (solid thick line)
models, for Π = 0.83. (b) Zoom of the electric potential and density evolution, in the
downstream region.

The electric potential match of the infinite and finite-apertures simulations is good,
with somewhat larger differences in the ion density (due to the already mentioned rea-
sons). Regarding the 1D model, the evolution of φ inside the sheath is accurate, with
the exception of its minimum value (at the acceleration grid hole center), which is af-
fected by 2D space charge effects that cannot be reproduced by a 1D model. The ion
density predicted by the 1D model also behaves well, falling along the sheath in spite of
the electric potential rise, thanks to the inclusion in the model of a beamlet divergence
angle. Fig. 2.15 (b) finally shows a zoom of the downstream evolution of electric potential
and density along the beamlet centerline. Both infinite and finite-apertures simulations
show an increase in the density as we move downstream, which can be attributed to the
beamlets interaction, and is accompanied by a corresponding ambipolar electric potential
rise. In fact, this increment occurs farther downstream in the case of the finite-apertures
because, as already shown in Sec. 2.4, the interaction between beamlets occurs with a
slightly lower angle when compared to the infinite apertures case. Finally, the 1D model
electric potential and ion/electron density remain roughly constant (slowly decreasing)
after the beamlets coalescence with values similar to those of the numerical simulations.
With the additional assumption of a polytropic coefficient γ = 1.2 for the far plume
expansion, the 1D model finally predicts a potential at infinity of -782V.

The infinite and finite-apertures simulations have also been compared with the exper-
iment in Ref. [139]. As in the finite-apertures simulations, the considered experimental
setup consists of a pair of grids with 19 axially aligned holes in a hexagonal pattern. This
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setup also includes a set of Faraday probes located at a distance of 8 cm from the accel-
erator grid, in the direction of the plume. The numerical simulations and the experiment
are compared in terms of a relevant performance parameter of the ion grid optics: the
divergence angle α of the plume. This is mainly affected by the net acceleration voltage
VN, the normalized perveance per hole Π, and the geometry of the grids. The divergence
angle is typically defined as the slope of the ion current streamtube that carries 95% of the
total ion beam current [73]. An approximation of this angle, which is generally considered
in experimental campaigns and adopted in Ref. [139], is given by:

α = arctan

(
R95 −RB,acc

L

)
, (2.24)

where R95 represents the radius, from the thruster axis, of the 95% ion current streamline,
RB,acc is the beam radius at the acceleration grid exit, and L is the distance between the
acceleration grid and the measurement plane. The farther out the measurement plane,
the more precise Eq. 2.24 in estimating the local slope of the 95% ion current streamline.

The experimentally measured divergence angle is obtained with Eq. 2.24, by measuring
R95 at the Faraday probes location (several cm away from the thruster exit) and assuming
that RB,acc is equal to the radius of the acceleration grid. For consistency, the same
formula and assumptions are considered for the computation of the divergence angle from
simulation results, although a different plane is chosen for the computation of R95. In
the finite-apertures simulations, the measurement plane is located 1.5 cm away from the
acceleration grid, i.e. at the maximum distance allowed by the considered simulation
domain. In infinite apertures simulations, this plane is located before the reflection of
the ion macro-particles at the lateral boundaries, so that the obtained divergence angle
refers to a single beamlet and does not account for its interaction with the rest. Moreover,
in this latter case, RB,acc refers to the 95% ion current radius of a single beamlet at the
acceleration grid exit plane.

Fig. 2.16 shows the results of this validation. Both simulation approaches are able to
closely predict the optimal perveance value obtained experimentally. This implies that
the evolution with perveance of an individual beamlet divergence is practically the same
as that of the whole ion beam. Therefore, an estimation of the optimal perveance can
be reasonably obtained with a limited computational effort, using the infinite-apertures
simulation setup. The second point to be outlined concerns the values of the divergence
angle. Overall, a good agreement between experiments and simulations can be observed.
However, there are some aspects that are worth further discussion. First, the infinite-
apertures divergence angle is lower than the finite-apertures one. This can be justified
by the fact that, in the infinite-apertures, the divergence angle is computed at a plane
where beamlets coalescence has not started yet. Second, regarding the finite-apertures
simulations, the average (over the perveance range) divergence angle is close to the real
one, although it is underestimates/overestimates it at low/high perveance values, with a
generally flatter profile This difference might be due to the limited axial distance con-
sidered for the divergence angle estimation in finite-apertures simulations, which is quite
smaller than the measurement plane distance considered in the experiments (8 cm) [139].
Another possible reason is the excessive proximity of the hollow cathode to the grids, in
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Figure 2.16: Evolution of the divergence angle α as a function of Π for infinite-apertures
simulations (black line with square markers), finite-apertures simulations (blue line with
triangle markers), and for the experimental campaign (red line with circle markers) of
Ref. [139].

the radial direction, considered in the simulations. In Sec. 2.4, the effects of this close po-
sition were already discussed and appeared to be small. However, this might be true only
for small divergence angles, as is the case in Sec. 2.4, for which the beamlets interaction
with the cathode is less important. For larger divergence angles, the cathode position
effects might be more important and contribute to the trend observed in Fig.2.16.

2.7 Conclusions

This paper has described a numerical hybrid model for the simulation of the grid optics
of an ion thruster. While ions and neutrals are modeled as macro-particles of a particle-
in-cell sub-model, both the electron properties and the electric potential are obtained
by solving the coupled equations of electron momentum balance, electric continuity and
Poisson’s equations. With the use of a thermalized potential, the model is also capable of
predicting the electron current density at the large conductivities of this weakly-collisional
electron population. Indeed, electron inertia dominates over collisional effects in certain
spatial regions.

Two different simulation setups have been presented, discussed and compared against
both a simplified 1D model and experimental data. The first setup, the infinite-apertures
one, features a periodic array of interacting beamlets and an infinite neutralizing surface.
The second setup, or finite-apertures setup, features a complete grid assembly with 19
apertures and an external hollow cathode to simulate the beam neutralization. The
infinite-apertures setup can be used (with a limited computational effort) to estimate
the optimal perveance, in terms of beam divergence, of an ion thruster grid optics. The
latter setup, on the other hand, allows to study in detail the beamlet coalescence process,
and the non-symmetric electric current neutralization and its dependence on the external
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cathode position.
The ion extraction and charge-current neutralization physics have then been investi-

gated. Regarding the ion extraction and focusing, this is mainly affected by the opera-
tional perveance per hole of the grids system (for a given set of operational voltages). As
already indicated, an optimal perveance value exists that minimizes the divergence angle
of the plume, and hence maximizes the thrust efficiency. Regarding the physics of neu-
tralization, on the other hand, different conclusions have been obtained for what concerns
the neutralization of electric charge and neutralization of current. In fact, it is found
that, while the current neutralization and the electron streamlines are strongly affected
by the cathode position, this has nearly no influence on both the ion trajectories and the
charge neutralization process, which occurs at the same distance from the acceleration
grid irrespectively of the neutralizer position. This is true provided that the neutralizer
is sufficiently close to the thruster to avoid any beam stalling phenomena, and far enough
to avoid perturbing the ion extraction. This conclusion is coherent with the predictions
of the one-dimensional model in which the extension of the plasma sheath next to the
acceleration grid (over which the charge neutralization is achieved) depends only on ion
density and potential difference between the neutralizer and the acceleration grid, but not
on the distance between the acceleration grid and the current neutralization plane.

The inclusion of the electron inertia in the model has the overall effect of smoothing
the spatial gradients of the electron current density and reducing the curvature of the
electron streamlines. The inertial force contribution in the electron momentum balance
is of the same order as the collisional force, and in some downstream regions, it is even
larger. However, given the boundary conditions imposed on the electron current at the
simulation boundaries, the inertial effects on the electron current density are generally
small. A larger effect is observed on the thermalized potential map, whose variations are
nevertheless negligible with respect to the pressure gradient force. For this reason, both
the ion trajectories and the plasma density are practically not affected by the electron
inertia.



Chapter 3

Hybrid plasma simulations of a
magnetically shielded Hall thruster

This Chapter integrally reproduces the contents of the article “Hybrid plasma simula-
tions of a magnetically shielded Hall thruster”, Journal of Applied Physics, 131 (2022)
[122]. The style has been adapted to the one of this document and the references have
been unified in a single bibliography at the end of the document.

Abstract

Numerical simulations of a magnetically shielded Hall effect thruster with a centrally-
mounted cathode are performed with an axisymmetric hybrid particle-in-cell/fluid code,
and are partially validated with experimental data. A full description of the plasma dis-
charge inside the thruster chamber and in the near plume is presented and discussed, with
the aim of highlighting those features most dependent on the magnetic configuration and
the central cathode. Compared to traditional magnetic configurations, the acceleration
region is mainly outside the thruster, whereas high plasma densities and low tempera-
tures are found inside the thruster. Thus, magnetic shielding does not decrease plasma
currents to the the walls, but reduces significantly the energy fluxes, yielding low heat
loads and practically no wall erosion. The injection of neutrals at the central cathode
generates a secondary plasma plume that merges with the main one and facilitates much
the drift of electrons towards the chamber. Once inside, the magnetic topology is efficient
in channeling electron current away from lateral walls. Current and power balances are
analyzed to assess performances in detail.
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3.1 Introduction

Magnetic shielding (MS) of a Hall effect thruster (HET) chamber has been proven an
effective technique to limit both wall erosion, due to high-energy ion bombardment, and
heat loads, thus enabling the design of the next generation of HETs, featuring enhanced
performances and operational lifetimes [59]. Due to their recent development, just a few
prototypes of MS-HETs have been experimentally tested to date. In the mid to high power
range, there are the 4.5 kW BPT-4000 [144], the 12.5kW HERMeS [145], the 6kW H6MS
[146], the 9kW H9 [147], the 20kW NASA-300MS [148], and SITAEL’s 5 kW HT5k [149]
and 20 kW HT20k [150]; then, in the low-power range (< 1kW) there are the MaSMi-
60 [151] and the ISCT-200 [152]. Yet, a lower number of studies comparing experimental
and simulation results have been realized. Relevant ones were performed with the multi-
fluid simulation code Hall2De [74] for BPT-4000 [59], H6 [153, 154], HERMeS [77, 155],
H9 [156], and MaSMi-60 [157].

The relatively low numbers of MS-HET prototypes and studies, together with the
lack of predictive models of HET discharges (due to the open problems on plasma-wall
interaction and electron turbulence, particularly), make uncertain the direct extrapolation
of results and trends from one thruster system to another.

This situation affects, for instance, the design and development of new optimized
electric propulsion architectures such as the direct-drive power concept [55,56,158], which
requires a precise characterization of the thruster performances and the cathode-anode
electrical coupling over the nominal operation range for its appropriate integration with
other subsystems [56]. Therefore, advances on the validation of simulation tools against
experimental data, capable not only of providing a full characterization of a HET plasma
discharge and performances, but also of addressing thermal, electrical and material issues
related with its operation, are of central interest in HET research.

This work presents 2D numerical simulations of the 5kW HT5k [149], and a partial
validation of the numerical model with the limited experimental data existing for this
prototype. The simulations are carried out with the code HYPHEN [99,105] and consti-
tute its first test with a MS topology. HYPHEN is a multi-thruster, hybrid-formulation
code, which uses a particle-in-cell (PIC) model for heavy species and a magnetized drift-
diffusion fluid model for electrons. Contrary to other hybrid codes, relying on a quasi-1D
electron model [79,96,159], whose application to MS topologies is rather complicated, HY-
PHEN, as Hall2De, adopts a full-2D electron fluid model on a magnetic field aligned mesh
(MFAM), thus allowing a complete characterization of the electron currents, which are
crucial to study, for instance, plasma-wall interaction effects. The version of HYPHEN
used here is also the first one incorporating a ’wall’ cathode instead of a ’volumetric’
cathode. This last one worked fine for HETs with laterally-located cathodes (except for
the code being axisymmetric, although electron emission becomes quickly homogeneous
azimuthally [104]); however, it was not very suitable for the centrally-mounted cathode
of the HT5k.

HYPHEN simulates the slow-dynamics, axisymmetric transport of the plasma dis-
charge. This implies that two processes, involving kinetic, non-symmetric, and high-
frequency aspects, need to be modeled phenomenologically in the electron fluid equations.
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The first one is the estimation of the particle and energy fluxes to the thruster dielec-
tric walls. These depend on the electron velocity distribution function (VDF), which is
non-Maxwellian because of the partial depletion of the collected VDFs high-energy tail
and the secondary electron emission (SEE) by the walls. Kinetic studies [87, 160, 161]
and experimental evidence [162, 163] are therefore used to tune the fluxes to the walls.
The second phenomenological model intends to reproduce the slow, turbulent transport of
the electron fluid, resultant from averaging (on the azimuth and the high-frequency time
scale) the oscillating, azimuthal forces emanating from nonlinear instabilities [164–168].
Since there is not yet an established theory of this averaged turbulence force, authors have
treated it as an anomalous collisional force, calibrated, when possible, with experimental
data. Still, simulations differ much on the selected strength and shape of the anomalous
collision frequency [77,93,96,159,169–171].

The central goal of this work is the analysis of the 2D profiles of the discharge, the
identification of the main aspects related to the MS topology and the central cathode, and
the effects on thruster performances. The discussion aims at improving the understanding
of the plasma physics peculiar to a MS-HET and revealing its potential advantages over
a HET with a conventional magnetic topology. The document is organized as follows.
Section 3.2 describes the HT5k thruster unit and the experimental data supporting this
work. Section 3.3 describes the simulation model and the main settings. Subsection
3.4.1 discusses the tuning of the turbulent parameters to match the experimental data.
Then, Subsections 3.4.2 and 3.4.3 analyze the 2D plasma discharge and the thruster
performances. Finally, conclusions are drawn in Section 3.5.

3.2 Thruster description and experimental data

SITAEL began to develop the HT5k [Fig. 3.1 (a)] in 2013. This 5 kW-class thruster
consists of two main elements: the thruster itself and the HC20 hollow cathode. Along
the last years, SITAEL designed, manufactured, and tested three different development
models (DMs) of the HT5k, as part of several national and international programmes.
The different prototypes underwent several technical investigations [79, 149], which per-
mitted to demonstrate low erosion, high performance, direct-drive operations, as well as
performance stability in high-vacuum conditions (pressure <10−5 mbar). The design and
manufacturing process of the HT5k thruster unit engineering qualification model started
in 2019, when the thruster was chosen as the main propulsive unit for the orbit raising and
station keeping of the Ital-GovSatCom geostationary platform [172]. The HT5k DM3 pro-
totype considered here implements a centrally mounted cathode and a non-conventional
magnetic field topology, which is beneficial from the point of view of discharge channel
erosion. Design and previous testing efforts were dedicated to enhance critical components
and to optimize the thruster thermal behavior. The thruster tests were run in SITAEL’s
IV10 facility, reaching pressures of the order of 7× 10−6 mbar (Xe) while firing at 4.4 kW
of discharge power. The DM3 demonstrated competitive performance and showed stable
and efficient operation in the 3 kW to 7 kW discharge power range, featuring anodic
thrust efficiencies up to 60%.

Fig. 3.1(b) displays a sketch of the geometry of the thruster chamber and the near
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Figure 3.1: (a) HT5k thruster unit DM3 in operation. (b) HT5k thurster chamber and
near plume geometry. (c) Sketch of the RLC filter unit implemented between the thruster
anode wall and the cathode.

plume region. The geometrical parameters Lc and Hc correspond to the thruster chamber
length and width, respectively. The plasma domain to be simulated with HYPHEN
corresponds to the cylindrical axisymmetric half meridian plane, including the annular
thruster chamber and the near plume region. The latter extends axially from the chamber
exit plane up to 6Lc, and radially from the symmetry axis up to 6Hc. The position of
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Case Vs (V) ṁA (mg/s) Id (A) F (mN)

1 300 14 14.6 269

2 400 14 14.2 308

3 300 10 10.3 184

4 350 10 10.1 197

5 400 10 9.6 208

Table 3.1: Experimental data for the discharge current Id and the thrust F for the five
operation points under consideration. The background pressure is equal to 1.1×10−5 mbar
for all cases.

the cathode exit plane, at the thruster symmetry axis, is also indicated in Fig. 3.1(b).
Fig. 3.1(c) shows a scheme of the resistor-inductor-capacitor (RLC) filter unit connecting
anode and cathode including the power source voltage Vs. The discharge voltage Vd is set
between the anode and the cathode. The discharge current Id flowing between anode and
cathode is indicated in the sketch according to the flow direction of electrons. The values
of the RLC filter elements are R = 4.7 Ω, L = 360 µH and C = 94 µF.

The experimental set-up is detailed in Refs. [79, 173]. The experimental data used in
the simulations, with xenon as propellant, are listed in Tab. 3.1. Time-averaged values of
the discharge current Id and the thrust F are available for five operation points, hereafter
referred to as Cases 1 to 5, defined by a pair (Vs, ṁA), where Vs is the power source voltage
and ṁA is the propellant mass flow injected through the anode to the thruster chamber.
The former ranges from 300 V to 400 V and the latter from 10 mg/s to 14 mg/s. For all
cases, a 7.5% of ṁA is injected through the cathode. Data repeatability (i.e. standard
deviation) of the measurements is 5%. The value of the time-averaged Isp ranges from
1900s to 2100s from case to case. In addition, the operation point (Vs, ṁA) = (300 V, 14
mg/s) features an anodic thrust efficiency of 58.2%.

3.3 Simulation model and settings

3.3.1 Simulation model

Fig. 3.2(a) shows a schematic representation of the HYPHEN structure and simulation
loop, which is briefly outlined next. HYPHEN is an axisymmetric, hybrid, OpenMP-
parallelized code built modularly. The code version for HET simulations consists of
three main modules: the Ion module (I-module), which follows a Lagrangian approach
for simulating the dynamics of the PIC macroparticles of heavy species; the Electron
module (E-module), which solves a fluid model for the magnetized electron population;
and the Sheath module (S-module), which provides the proper coupling between the
quasineutral plasma bulk, and the thruster walls. The E-module assures automatically
plasma quasineutrality in the simulation domain. Thus, the Debye sheaths managed by
the S-module are, in fact, discontinuity surfaces adjacent to the thruster walls. The three
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modules are coupled within a time-marching sequential loop.
The I-module operates on a structured mesh of the simulation domain, shown in Fig.

3.2(b). On the contrary, and in order to limit the numerical diffusion arising from the
strong anisotropic transport on magnetized electrons, the E-module uses an unstructured
MFAM [108], defined by the externally applied magnetic field B and shown in Fig. 3.2(c).
The magnetic configuration of the MS-HT5k, which features a null magnetic point inside
the channel, attempts to screen well all its internal walls.

Two reference frames are considered: one is the cylindrical frame {1z,1r,1θ}, with
coordinates (z, r, θ); and a second one is the magnetically aligned frame {1⊥,1‖,1θ},
with 1‖ = B/B and 1⊥ = 1‖ × 1θ, and coordinates (λ, σ, θ). The orthogonal magnetic
coordinates λ(z, r) and σ(z, r) of the MFAM, Fig. 3.2(c), are obtained from solving
∇ ·B = 0 and ∇×B = 0.

Let Zs, ns, us, and js = eZsnsus be the charge number, particle density, macroscopic
velocity, and current density of the plasma species s (i.e. electrons e, neutrals n, singly-
charged ions i1, and doubly-charged ions i2); E = −∇φ be the electric field, with φ the
electric potential; and Te the electron temperature. Every simulation step, the I-module
takes as inputs B, E, and Te and performs the following tasks: (i) the propagation of
macroparticles one timestep ∆t forward, according to the electromagnetic fields acting
on them; (ii) the injection of new macroparticles into the domain and the removal of
exiting ones; (iii) the interaction of macroparticles with the thruster walls, such as neutral
reflection and ion recombination; (iv) the generation of new ion macroparticles due to the
ionization of neutrals; and (v) the computation, through a particle-to-mesh weighting
process, of the macroscopic properties characterizing each heavy species. Further details
can be found in Refs. [99,115,174].

The E-module, taking these heavy-species magnitudes as inputs, solves a quasineutral,
drift-diffusion fluid model for the magnetized electron population, obtaining φ, Te, je, and
the electron heat flux vector qe. The electron fluid model equations are [70,93,175]

ne =
∑
s6=e,n

Zsns, (3.1)

∇ · je = −∇ · ji, (3.2)

0 = −∇(neTe) + ene∇φ+ je ×B + Fres + Ft, (3.3)

∂

∂t

(
3

2
neTe

)
+∇ ·

(
5

2
neTeue + qe

)
= −je · ∇φ−Qinel. (3.4)

qe = − ¯̄Ke · ∇Te (3.5)

Eqs. (3.1) and (3.2), with ji =
∑

s6=e,n eZsnsus, correspond to plasma quasineutral-
ity and the plasma current conservation equation, and the right hand sides are inputs
from the I-module. The momentum equation (3.3) neglects electron inertia, assumes the
pressure tensor to be isotropic, and includes the resistive force Fres and the turbulent (or
anomalous) force Ft. The resistive force satisfies

Fres = (meνe/e)(je + jc), (3.6)
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Figure 3.2: (a) Simplified description of HYPHEN time-integration loop. (b) Cylin-
drical mesh used by the I-module. The red, green, blue and magenta lines indicate the
thruster dielectric walls, the anode, the downstream boundary, and the symmetry axis,
respectively. The centrally-mounted cathode is indicated by the small black box. (c) The
MFAM used by the E-module. Blue and red lines are B-parallel and B-perpendicular
lines, respectively, defining the cells. (d) 2D map of αt, particularized for Case 2.
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with me the electron elementary mass, νe =
∑

s6=e νes the total momentum transfer fre-
quency due to collisions with all heavy species, with νes the individual contributions for
each heavy species s, and

jc = ene

∑
s6=e

(νes/νe)us (3.7)

an equivalent heavy species collisional current density [99]. The turbulent force Ft, ac-
counting for azimuth-averaged, wave-based anomalous transport, is modeled phenomeno-
logically as [93,96,169,176]

Ft ' −meνtneuθe1θ, νt = αtωce, (3.8)

with νt a turbulent collision frequency, ωce = eB/me the electron gyrofrequency, and
αt(z, r) a phenomenological function representing the local turbulence level [93,96]. Turbulent-
based contributions to the axial and radial momentum equations are negligible compared
to the rest of forces there.

The main assumption of the electron drift-diffusion model is to neglect inertia in the
momentum equation. This is justified as long as the electron kinetic energy is much less
than their thermal energy, i.e. meu

2
e � Te, a condition well satisfied in HET discharges,

except in localized regions and certain operation points. The great advantage of the drift-
diffusion model is that the momentum equation (3.3) reduces to a generalized Ohm’s law
for je (with an electric conductivity tensor ¯̄σe), which is much easier to treat numerically
than the whole differential equation on ue.

The component of the Ohm’s law along the local cross-field direction 1⊥ is [177]

j⊥e =
σe

1 + χχt

[
1

ene

∂(neTe)

∂1⊥
− ∂φ

∂1⊥

]
− j⊥c + χtjθc

1 + χχt

, (3.9)

where σe = e2ne/(meνe) is the parallel electric conductivity, χ = ωce/νe is the classical
Hall parameter, and χt = χ/(1 + αtχ) is the reduced Hall parameter when including

νt. Therefore, the effective Hall parameter is
√
χχt and scales as ∝ α

−1/2
t if turbulent

transport dominates. The last term on the right side of Eq. (3.9) represents collisions
with heavy species and is negligible generally.

Eq. (3.4) is the electron energy equation for an isotropic pressure tensor in the iner-
tialess limit, where the second term in the left side gathers the enthalpy and heat fluxes,
and the right side includes the work of the electric field and the power losses from in-
elastic collisions (e.g. excitation and ionization). The Fourier’s law for the heat flux, Eq.
(3.5), includes the thermal conductivity tensor ¯̄Ke = 5Te ¯̄σe/(2e

2), and corresponds to the
drift-diffusion limit of the evolution equation for qe [175].

The numerical treatment of Eqs. (3.2)-(3.5) in the unstructured, irregular MFAM
was developed in Refs. [107, 108, 177]. As shown in Fig. 3.2(c), the MFAM is composed
of inner and boundary cells. Inner cells are those enclosed by B-parallel (blue) and
B-perpendicular (red) lines. Boundary cells, however, contain at least one boundary
face aligned with a domain boundary, which is not a magnetic line generally. Centroids
(or computational points) of both cell and faces correspond to the magnetic center or the
geometric center, when the former is not available (e.g. at boundary cells). A finite volume
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scheme on the MFAM cells is applied to conservation Eqs. (3.2) and (3.4); and gradient
reconstruction schemes, ad-hoc for the unstructured MFAM, are applied to Ohm’s and
Fourier’s vector laws (3.3) and (3.5). For each variable φ and Te, this generates one
algebraic equation per MFAM cell. Additionally, boundary conditions specifying jne =
1n · je and qne = 1n · qe (and discussed below) are imposed at each MFAM boundary face,
with 1n being the outward unit normal vector. This yields matrix equations for both φ
and Te at the centroids of the cells and of the boundary faces of the MFAM. A direct solver
for sparse linear systems is used for the parallelized computation of the solution [178,179].

The reference φ = 0 for the potential is set at the cathode boundary faces, so the
anode potential is φ = Vd. The RLC filter unit, Fig. 3.1 (c), relates Vd to the imposed
source voltage, Vs, and the varying discharge current, Id, through

C
dVd

dt
+

1

L

∫ t

0

(Vd − Vs)dτ +
Vd − Vs

R
= −Id. (3.10)

This equation is integrated within the E-module over time with a first order numerical
scheme.

The simulation domain extends up to the sheath edge of the quasineutral plasma,
represented by the MFAM boundary faces. The solution for the (infinitely) thin Debye
sheaths is detailed in the Appendix A. There, Eqs. (A.2) and (A.7) provide the appro-
priate conditions at each MFAM boundary face in the form of nonlinear relations for jne

and qne versus the potential jump across the sheath, ∆φsh.

At a dielectric wall, expressions for jne and qne are quite straightforward: a zero-
collected electric current yields directly jne = −jni; Eq. (A.2) is then solved for ∆φsh,
and Eq. (A.7) yields qne. At the current-driving anode, with known potential Vd, the
determination of jne and qne, at each anode face of the MFAM, requires to compute
previously ∆φsh in the following way: Eq. (A.2) is combined with the Ohm’s law (3.3) for
jne yielding a non-linear implicit equation for φ = Vd + ∆φsh at each anode face. These
equations are linearized and introduced in the matrix system yielding all φ; if needed,
iterations on the implicit equations are run.

At the cathode boundary faces, the discharge current Id divided by the cathode area
defines the electron current density jne(> 0). The electron energy flux at each cathode
face, expressed as qne − (5/2)Tejne/e, is set equal to −2Tcjne/e, with 2Tc the average
emission energy per electron. At the (quasineutral) axis, symmetry conditions imply
jne = 0 and qne = 0; since the I-module yields ∂ne/∂r = 0, one has ∂pe/∂r = 0 and
∂φ/∂r = 0 too. Then, at the plume downstream (quasineutral) boundary a current-free
condition jne = −jni and a Maxwellian electron heat flux qne = −2Tejne/e are imposed
[107,177].

The time discretization of the electron equations follows a semi-implicit scheme [106],
with a sub-timestep ∆te = ∆t/Ne and Ne = O(1). This scheme allows to keep a linear
system for Te while reducing the value of Ne required for convergence. Finally, note that
mesh interpolation of plasma variables between ion and electron modules is required.
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3.3.2 Simulation settings

Figs. 3.2(b) and 3.2(c) show the PIC mesh and the MFAM used to simulate the HT5k.
The main characteristics of the meshes and the relevant simulation parameters are listed
in Tab. 3.2. A singular magnetic point (B = 0) is located inside the thruster chamber.
The green line at the left boundary in Fig. 3.2(b) represents the annular anode wall, while
the small black box in Fig. 3.2(c) indicates the position of the central cathode boundary.

The prescribed xenon mass flow ṁA is injected from a Maxwellian reservoir through
the whole annular anode featuring a flat profile with a sonic axial velocity based on its own
temperature (Tab. 3.2). Considering the same injection properties, a neutral mass flow
ṁC = 0.075ṁA is injected through the cathode boundary together with an electron current
equal to Id. The emission energy of electrons at the cathode is set to 2Tc = 4.5eV [180];
just as a sensitivity check, simulations run with 2Tc = 2.25eV have shown no observable
differences in the discharge, except naturally at the cathode neighborhood.

Wall recombination of ions contributes to the neutral density. Singly and doubly
charged ions are generated volumetrically by electron-neutral collisions. Single ionization
rates are obtained from the BIAGI database [181], while double ionization rates follow the
Drawin model [182], including the reactions A+ e→ A++ + 3e, and A+ + e→ A++ + 2e.
Neutrals from ion recombination at walls are re-emitted diffusely considering complete ion
energy accommodation at the wall, as suggested by several authors [183, 184]. Thus, the
neutral emission energy is only given by the wall temperature, which is set to 850K [185].
Neutrals are reflected diffusely at the wall with zero energy accommodation; Refs. [99,174]
provide further details on the interaction of heavy-species macroparticles with walls.

The simulations monitor independently the populations of neutrals, singly-charged
and doubly-charged ions. Each species population is controlled, setting a target number
of 500 macroparticles per cell with a ±10% of tolerance [99].

The (ion) timestep in Tab. 3.2 is set so that a typical doubly-charged ion takes at
least two timesteps to cross the smallest PIC cell. The simulations are started by injecting
neutrals through the anode and cathode and considering a minimum background plasma
density to trigger the discharge [174]. Every simulation features a total of 60000 timesteps
(equivalent to 900 µs of simulation time) so that Id undergoes a sufficiently large number
of low-frequency (i.e. breathing mode) oscillation cycles. Five sub-timesteps per ion
timestep (Ne = 5) are used to integrate electron equations [99]. All the results shown in
the following sections are time-averaged over several Id cycles.

3.4 Simulation results and discussion

3.4.1 Fitting of turbulence parameters

In order to complete the electron model, the turbulence function αt(z, r) in Eq. (3.8)
must be chosen. Since for each case in Tab. 3.1 only two experimental parameters, Id

and F , are known, the function αt will be of the axial ‘step-out’ type shown in Fig.
3.2(d), with two fitting parameters only, αt1 and αt2(> αt1), applying, respectively and
approximately, inside and outside the channel. These step-out profiles have provided good
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Simulation parameter Units Value

PIC mesh number of cells, nodes - 2582, 2696
PIC mesh smallest grid size mm 1
MFAM number of cells, faces - 2848, 5830
MFAM average skewness [186] - 0.058
Ion-moving timestep, ∆t ns 15
Total number of simulation steps - 60000
Injected Xe velocity ms−1 300
Injected Xe temperature K 850

Table 3.2: Main simulation parameters and mesh characteristics.

Case Vs ṁA (αt1, αt2) Id F fd ∆Id/Id

(V) (mg/s) (%) (A) (mN) (kHz) (%)

1 300 14 (0.8, 8.0) 15.0 276 20.1 ±13.0

2 400 14 (0.7, 5.0) 14.8 319 23.7 ±6.8

2* 400 14 (0.8, 8.0) 16.7 335 26.2 ± 7.2

3 300 10 (0.8, 7.0) 9.8 187 17.8 ±7.1

4 350 10 (0.7, 6.0) 9.8 203 15.2 ±4.6

5 400 10 (0.7, 3.5) 9.4 213 18.2 ±7.4

Table 3.3: Simulation results for the best fit of the turbulence parameters (column 4th),
except Case 2∗. Simulated results for Id and F (5th and 6th columns) are within a 5%
error of the values in Tab. 3.1. Frequency and relative half-amplitude of oscillation of Id

are listed in 7th and 8th columns.

fittings in previous studies [170, 184, 187, 188]. Hereafter, a particular step-out profile is
referred to as (αt1, αt2).

For each of the cases of Tab. 3.1, the pair (αt1, αt2) has been tuned to reproduce
(Id, F ) with a relative error smaller than 5%, thus consistent with the repeatability of
the experimental data. The results are in Tab. 3.3 and Fig. 3.3. Turbulent transport is
larger in the plume by nearly one order of magnitude, in line with the existing literature.
Also aligned with previous studies for MS-HETs [154] and traditional HETs [188], there
is a moderate change of the turbulence parameters with the operation point. The param-
eter αt2 features the largest variation, increasing as Vs decreases and ṁA increases. The
obtained turbulence fitting for (Id, F ) turns out to be also good reproducing the main
oscillations of Id, those known as the breathing mode [166,176,189,190] and listed in Tab.
3.3. For instance, for Case 1, simulations yield an oscillation frequency fd = 20.1 kHz,
close to the 22 kHz reported in experiments. For all cases, ∆Id ranges between 4-13% of
Id, also consistent with experiments.

It is known that the thrust and, mainly, the discharge current are rather sensitive
to the turbulence parameters. This is illustrated here by Case 2* in Tab. 3.3, which
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Figure 3.3: Comparison of experimental (error bars) and simulation results (empty
markers) for (a) the I-V curve and (b) the F-V curve. The black circle and blue square
markers correspond to ṁA = 14 mg/s (Cases 1 and 2) and 10 mg/s (Cases 3 to 5),
respectively. The red triangle marker corresponds to Case 2* in Tab. 3.3.

corresponds to the operation point of Case 2 but using the turbulent fitting of Case 1.
Simulation errors with respect to experimental data are about 18% for Id and 9% for F .

Nonetheless, these differences in performances do not change the main trends of the
2D discharge. Fig. 3.4(a)-(d) show the 1D axial profiles of φ, Ez ≡ −∂φ/∂z, Te and ne,
along the thruster channel midline and for Cases 1, 2, and 2*. For Case 1, most of the ion
acceleration occurs in the near plume along 2-3 channel lengths. This agrees with existing
experimental measurements for a previous HT5k prototype [191]. In Case 2, with higher
Vs, the total potential fall spans over a broader axial region, which would explain the
slightly higher plume divergence we observe and is in line with previous numerical [154]
and experimental [151,152] studies. The peaks of Te and Ez are outside the channel and
move slightly downstream for higher Vs, in line with previous numerical studies too [154].
This behavior of Ez follows some experimental results reported in Ref. [152] but differs
from those observed in Ref. [192], suggesting that the observed mild trends with Vs depend,
at least partially, on the prototype and the operational conditions.

The change of turbulent collisionality from Case 2 to 2* in Fig. 3.4, results mainly
in steeper gradients of φ and Te in the region where αt is transitioning from αt1 to αt2,
but plasma variables behave very similarly for Cases 2 and 2*, and typical MS effects are
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Figure 3.4: Time-averaged axial profiles along the thruster chamber midline (a)-(d) for
Cases 1, 2 and 2* and (e)-(h) for Cases 2−, 2 and 2+ with φ, Ez, Te and ne, respectively,
for each column.

reproduced in both cases, in line with the numerical studies of Refs. [157,193].

Figures 3.4(e)-(h) show the effect on the discharge of moving the transition point
(αt1 + αt2)/2 upstream or downstream. For Case 1 and at the mid-channel radius, that
point was placed at z/Lc = 1.46 (for reference, the peak of the magnetic field is at
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z/Lc = 1.29). Cases 2− and 2+ displace the transition point to z/Lc = 1.28 and 1.59,
respectively. The variations of Id are small, within the accepted range of 5%, while the
value of F remains practically constant. Changes in the 2D discharge inside the chamber
are barely perceptible, but mild changes on the location and values of the maximum Ez

are observed. This suggests that the location of the transition point can be used to fit
the location of the peak of Ez.

The strength of the maximum Ez can be adjusted using a third fitting parameter αt3

around the peak of the magnetic field, as it is done in ‘quenched turbulence models’,
in general with αt3 < αt1, αt2 [194–196]. One stage ahead in fitting techniques is due
to Mikellides et al. [77], who adjust a multi-piecewise function αt with a larger set of
experimental plasma data. Interestingly, the resultant function αt resembles a ’step-out
plus quenched model’, with αt3 < αt1 < αt2.

In any case, all these are just numerical attempts to adjust time-averaged experimental
data, without a firm theoretical basis (not even for extrapolating the function αt from one
operation point to another). The fitting problem is more severe for fully-2D MS topologies
than for the traditional ones, which feature quasi-radial magnetic lines. Fortunately,
this weakness in modeling accurately the slow turbulent transport of electrons does not
preclude the study of other central features of the plasma discharge.

3.4.2 Analysis of the 2D plasma discharge

Case 1 in Tab. 3.3 is chosen for this analysis. Fig. 3.5 shows the 2D (z,r) maps
of relevant time-averaged plasma properties inside the thruster chamber (left column)
and in the whole simulation domain (right column). The neutral density map, Figs.
3.5(a)-(b), illustrates the effects of gas ionization plus the wall-born neutrals from ion
recombination. The neutral density exhibits a decrease of about two orders of magnitude
inside the thruster chamber, corresponding to a large propellant utilization. In addition,
plot (b) shows well the injection and partial ionization of the neutral gas injected through
the cathode. Then, the enhanced electron-neutral collisionality favours the coupling of
cathode electrons with the main ion beam. The plasma density [Figs. 3.5(c)-(d)] inside
the chamber is higher and more uniform than in conventional HETs, due likely to the
acceleration region being moved outwards from the chamber. As usually, the plasma
density presents its maximum at a central location inside the chamber, here close to the
magnetic null point. As shown in Fig. 3.4, the increase of the Te peak at higher Vs enhances
gas ionization, augmenting slightly the peak of ne inside the chamber. In contrast, the
lower ne in the near plume at higher Vs, is due to the larger ion acceleration. The right
plot shows the secondary plasma plume created by ionization of cathode neutrals, which
merges downstream with the main plume.

The electric potential [Fig. 3.5(e)-(f)] also presents a maximum close to the singular
magnetic point. Potential variations are rather small inside the chamber, as expected in
an MS-HET configuration. As commented already, the MS moves the acceleration region
outside the chamber and equipotential lines follow approximately the magnetic lines there.
Inside, the magnetic null point and the pressure gradients uncouple equipotential lines
from magnetic ones. The electron temperature [Fig. 3.5(g)-(h)] peaks in the near plume,
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rather close to the maximum Ez. Temperature isolines follow closely magnetic lines
and temperature gradients are very pronounced when the electron flow enters into the
chamber. The temperature is below 5 eV near all chamber walls, which is indeed one of
the main achievements of MS topologies [153,154,159] and leads to small energy losses to
the walls.
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Figure 2: Time-averaged 2D (z,r) contour maps for Case 1. (a)-(b) Neutral density nn, (c)-(d) plasma density ne, (e)-(f) electric
potential ϕ and (g)-(h) electron temperature Te. The left column plots show magnitudes inside the thruster chamber, while the
right column plots correspond to the whole simulation domain. The centrally-mounted cathode is indicated by the small black box.

Figure 3.5: Time-averaged 2D (z,r) contour maps for Case 1. (a)-(b) Neutral density nn,
(c)-(d) plasma density ne, (e)-(f) electric potential φ and (g)-(h) electron temperature
Te. The left column plots show magnitudes inside the thruster chamber, while the right
column plots correspond to the whole simulation domain. The centrally-mounted cathode
is indicated by the small black box.

Fig. 3.6 depicts 2D vector maps for the longitudinal components of the ion, electron,
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Figure 3.6: Time-averaged 2D (z,r) contour maps for Case 1. Magnitude of the lon-
gitudinal (a)-(b) ion current density vector ̃i, (c)-(d) electron current density vector ̃e

and (e)-(f) electric current density vector ̃. Blue lines with arrows depict the streamlines
of (a)-(b) ̃i, (c)-(d) −̃e and (e)-(f) ̃. The left column plots show magnitudes inside
the thruster chamber, while the right column plots correspond to the whole simulation
domain. The centrally-mounted cathode is indicated by the small black box close to the
axis.

and electric currents, defined as ̃i = ji−jθi1θ and so on. The ion current is obtained from
a particle-to-mesh weighting algorithm, while the electron current comes out directly from
the fluid model. The ion streamlines, Fig. 3.6(a)-(b), reflect the existence of backward,
forward, and lateral ion flows. Although there is a point with ̃i = 0, notice that the
ionization source is distributed in the whole channel volume and the streamlines represent
the ion macroscopic behavior. Ions, practically unmagnetized, follow the electric field
and are not prevented from impacting the channel walls. Interestingly, plot (a) shows
nearly wall-parallel ion current streamlines close to the channel exit, a fact also observed
experimentally [147]. Ion streamlines moving into the far plume present the expected
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divergence outside the thruster chamber. Plot (b) shows again how the secondary ion
beam created around the cathode combines with the main beam downstream.

The longitudinal electron streamlines, Fig. 3.6(c)-(d), are all born from the cathode
but they are split into one beam directed to the far downstream region, which neutralizes
the main ion beam, and one beam moving into the interior of the thruster. This second
beam follows first the magnetic lines, but then enters the chamber almost perpendicular to
the magnetic field, and finally it is again channeled by the convergent-divergent magnetic
lines. Interestingly, this last configuration does not constitute at all a magnetic nozzle [197]
(the magnetic strength is null at the ‘throat’, instead of maximum) but it channels the
electrons anyway. Still some electron streamlines are driven into lateral walls to cancel the
ion flows there. It has also been realized that the neutral injection through the cathode
enhances much the diffusive cross-field transport of the inward beam and the electric
coupling of the cathode with the main beam. Finally, Figs. 3.6(e)-(f) show the 2D
streamlines of the longitudinal electric current. The zero net collected current condition
imposed at the dielectric walls and along the downstream boundary (which is assumed
current-free locally) yields the expected current loops connecting anode and cathode.

To complete the description of the discharge, Figs. 3.7(a)-(c) plot the main plasma
magnitudes along the thruster internal walls. The abscissa length s runs from the inner
corner at the exit of the chamber towards the anode corner, continues along the anode,
and finishes along the outer, interior wall of the chamber. Fig. 3.7(a) shows the electron
temperature at the sheath edge and the sheath potential fall, ∆φsh, this last one computed
from the S-module. The temperature near all internal walls is rather low (∼3-4 eV) and
the ratio e∆φsh/Te is between 1 and 3. This ratio is affected by the SEE and the partially-
depleted VDF of primary electrons, at the dielectric walls, and by the need to control the
local flux of electrons, at the anode. The low Te makes the SEE yield small: it is δs ≈ 0.2
for Te = 5 eV.

Fig. 3.7(b) plots the electron and ion currents towards the walls (which are constant
across the Debye sheaths). The plotted electron current density is the net one, i.e. the
difference between the currents of primary and secondary electrons at the wall. Ion and
electron current densities are identical at dielectric walls. At the anode, the backward ion
current density is around a 20% of the electron current, which is a percentage larger than
desirable. Fig. 3.7(c) plots the average ion and electron energy at the wall, per net particle
impacting the wall, computed from Eqs. (A.5) and (A.8). The low values of ∆φsh yield
ion-impact energies, Ei,wall, well below typical threshold values for wall erosion [154, 198],
which is the main advantage expected from MS topologies.

3.4.3 Current and power balances

The ion current balance at steady state can be expressed as

Iprod = Ii∞ + IiD + IiA + IiC, (3.11)

where: Iprod is the current of ions generated by ionization in the simulation domain; IiD, IiA

and IiC are the ion currents impacting the dielectric, anode and cathode walls, respectively
[and defined in Fig. 3.2(b)]; and Ii∞ is the ion beam current leaving the domain at plume
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Figure 3.7: Time-averaged simulation results for Case 1 in Ref. 3.3. Coordinate s runs
along the thruster chamber walls. Profiles of (a) potential fall across the sheath edge,
∆φsh and electron temperature, Te; (b) ion, jni, and electron, jne, current normal to the
walls; and (c) ion, Ei,wall, and electron, Ee,wall, wall-impact energy.

boundaries, the only one contributing to thrust. All currents are defined as positive; Iprod

comes out from a volumetric integration, and the other ones are computed from surface
integrals at the domain boundaries.

Tab. 3.4 details Iprod for Cases 1 to 5 and how it is distributed among the different
boundaries; IiC is about one order of magnitude lower than IiA and has not been included.
The table also includes the propellant utilization, the current efficiency, and the charge
efficiency, defined as

ηu =
ṁi∞

ṁ
, ηcur =

Ii∞

Id

, ηch =
eṁi∞

miIi∞
, (3.12)

respectively. Here ṁ = ṁA + ṁC, and ṁi∞ is the total ion mass flow across the plume
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Case Vs ṁA Iprod Ii∞/Iprod IiD/Iprod IiA/Iprod ηu ηcur ηch

(V) (mg/s) (A)

1 300 14 27.6 0.42 0.39 0.18 0.94 0.77 0.90
2 400 14 33.0 0.36 0.42 0.21 0.94 0.78 0.89

3 300 10 17.4 0.45 0.37 0.17 0.91 0.79 0.92
4 350 10 18.6 0.42 0.38 0.19 0.90 0.79 0.91
5 400 10 18.1 0.44 0.37 0.18 0.92 0.85 0.85

Table 3.4: Value of Iprod and fractions of Iprod corresponding to the different contributions
to the current balance in Eq. (3.11) for Cases 1 to 5. Values of ηu, ηcur and ηch for Cases
1 to 5.

Case Vs ṁA P η Pinel/P PD/P PA/P P∞/P ηdiv ηdisp

(V) (mg/s) (kW) (= ηene)

1 300 14 4.43 0.57 0.15 0.07 0.05 0.74 0.89 0.87
2 350 14 5.73 0.57 0.13 0.07 0.04 0.74 0.86 0.90

3 300 10 2.91 0.56 0.14 0.06 0.05 0.74 0.88 0.85
4 350 10 3.40 0.56 0.13 0.06 0.05 0.75 0.85 0.88
5 400 10 3.76 0.57 0.11 0.05 0.04 0.78 0.84 0.86

Table 3.5: Value of P and fractions of P corresponding to different contributions to the
power balance in Eq. (3.13) for Cases 1 to 5. Values of η, ηene, ηdiv and ηdisp for Cases 1
to 5.

boundaries. The trends of these partial efficiencies with source voltage and mass flow are
the usual ones. Compared to a typical discharge in a conventional HET, ηu and ηcur are
rather good, and the relative amount of doubly-charged ions, measured by ηch, is similar.
The relative current losses to the lateral walls, IiD/Iprod, are similar to conventional HETs,
because of the compensation of two trends: a higher plasma density and a lower electron
temperature. For this prototype, the relative current losses to the anode, IiA/Iprod, are
high, likely due the existence of the null point not far way from the anode. Although
further analyses would be needed, the conclusion here on the current balance is that the
MS topology of the HT5k does not present clear advantages over a more conventional
one. However, this is not going to be the conclusion with the power balance.

The plasma power balance for the steady state discharge is

P = P∞ + PD + PA + Pinel, (3.13)

where P = IdVd + PC is the total power deposited into the plasma discharge, sum of
the discharge power and the net power delivered through cathode electron emission (PC
amounting to 1-2% of P ); P∞ is the plasma energy flow through the plume boundaries;
PD and PA are the power losses at the dielectric walls and anode, respectively; and Pinel

corresponds to the power losses due to inelastic (ionization and excitation) collisions. All
powers are defined as positive. Pinel is obtained from a volumetric integral, P∞ comes
from a surface integral at the plume boundary, and PD and PA are computed from surface
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integrals at the respective walls (not at the Debye sheath edges). Eqs. (3.11) and (3.13)
have also served to check that the numerical errors given by HYPHEN simulations are
acceptable (below 2%).

Inelastic losses correspond entirely to electrons and they are roughly proportional
to Iprod (notice that single and double ion creation has different ionization energies).
Energy losses to walls D and A present contributions of ions and electrons, which were
discussed in Sec. 3.4.2, and they are proportional to their respective currents IiD, IiA and
IeA = Id + IiA. The downstream energy flow P∞ corresponds mainly to ions but it also
includes the residual electron energy flow in the far plume.

Tab. 3.5 lists the main contributions to the power balance and some related magni-
tudes for Cases 1 to 5. Observe that while the current losses to the lateral walls amount
to about a 40% of Iprod, the energy losses to these walls amount to a mere 7%. Adding the
energy losses to the anode, the total energy losses to the walls are just 9-12%, which can
be considered an important achievement of MS topologies. Inelastic losses are consistent
with the ion production: the ratio Pinel/Iprod yields 23 eV as effective single-ionization
cost (including the contribution from excitation collisions).

The thrust efficiency is defined and then factorized as

η =
F 2

2ṁP
≡ ηeneηdivηdisp, (3.14)

where F is the thrust, measured from plasma properties at the plume boundary. The
energy, divergence, and dispersion efficiencies are defined, respectively, as

ηene =
P∞
P

ηdiv =
Pz∞

P∞
, ηdisp =

F 2

2ṁPz∞
, (3.15)

with Pz∞ being the flow of axial plasma (ion and electron) energy across the plume
boundaries. Here: ηene quantifies the relative power in the downstream plume, ηdiv assesses
the plume divergence based on axial energy and total energy flows, and ηdisp quantifies
the level of velocity dispersion of all plasma species (which would be one for a mono-
velocity gas). Plume energy flows include the residual energy of electrons, coming from
their incomplete expansion in the finite simulation domain, but this is quite low: about
4% of P∞ for Case 1.

Setting cos2 αdiv = ηdiv, the half-divergence angles in these simulations are αdiv ∼
22-25 deg. As commented already, plume divergence increases slightly for higher Vs.
The corresponding decrease in ηdiv is compensated by ηene and ηdisp, thus yielding mild
variations of η. Previous studies for a different HET prototype also reported slight changes
of η in the range Vs = 300-700 V [154]. Here, we find η ∼ 56% (or ∼ 61% if the
‘anodic’ thrust efficiency is used), the overestimate relative to measured values being just
attributed to the slight overestimate of the simulated F .

3.5 Conclusions

The numerical simulations of the HT5k prototype with HYPHEN have allowed the
testing of this code with MS topologies and a centrally-located cathode, and its partial
validation with the limited experimental data available.
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Turbulence transport has been modeled with a step-out profile of a phenomenological
anomalous frequency, which has been fitted with experimental data of Id and F . The
observed trends and the moderate changes of the fitting with the operation point tend
to agree with previous works in the literature. Oscillations of the discharge current agree
well with experimental ones. A larger set of experimental data would allow a finer tuning
of the turbulent transport, but it would probably not alter the present comprehension of
the physics of the MS-HET.

A detailed picture of the plasma discharge has been shown for one operation point.
The discussion has been focused on those aspects highlighting the effects introduced by the
MS topology and the central cathode, over conventional thrusters with lateral cathodes.
The MS topology shifts the acceleration region outwards and keeps a high-density, low-
temperature plasma inside the chamber. This combination of plasma properties explains
that plasma flows to walls are similar to those in conventional HETs. The low plasma
temperature in the chamber implies low electric fields, small Debye sheaths around lateral
walls, and low SEE, leading to a small energy deposition at the walls and small ion impact
energies, well below the usual threshold for material sputtering.

In the near plume, a central cathode with both electron and neutral emission has been
simulated. A secondary plasma plume is generated, which merges with the main one
downstream. A fraction of the electron emission drifts towards the interior of the thruster
perpendicular to the magnetic lines but, once inside, this current is again channeled by
the magnetic lines until crossing the null point, except for a small part leaking with ions
to the lateral walls.

Finally, detailed experimental measurements of the plasma discharge, in progress,
would allow to validate more firmly the present simulation tool, especially those as-
pects where phenomenological approaches are still important, such as turbulent transport,
plasma-wall interaction, and downstream boundary conditions.

Appendix A: The sheath model

The S-module of HYPHEN solves a planar, unmagnetized, collisionless, kinetic model
of the thin Debye sheaths developing around the walls. The model includes SEE and re-
tains other non-Maxwellian features of the electron VDF [199]. The S-module provides the
appropriate boundary conditions for the quasineutral electron fluid equations, specifying,
at each quasineutral MFAM boundary face (i.e. Debye sheath edge), the perpendicular
electron current and heat flux.

Taking as reference a ceramic material with large SEE, the electric current density of
primary (p) electrons from the quasineutral plasma into the wall is assumed to follow

jnp = −(1− δr)σrp e
nece

4
exp
−e∆φsh

Te

, (A.1)

which corresponds to a partially-depleted, partially-reflected Maxwellian VDF [199]. Here:
∆φsh is the potential fall in the sheath, ce =

√
8Te/(πme), δr is the fraction of primary

electrons reaching the wall but being reflected back elastically by it; and σrp estimates
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the replenishment fraction of the VDF tail corresponding to impacting electrons. If δs is
the SEE yield, the net, local electron current density to the wall is

jne = jnp(1− δs). (A.2)

Kinetic studies of plasma-wall interaction [87, 160] show that σrp < 1 because of the
weak electron collisionality. Simulations results with σrp between 0.05 and 0.30 have
revealed small effects on thruster performances and relevant plasma profiles. This is
in agreement with experimental results evidencing a reduced influence of plasma-wall
interaction on the plasma discharge in magnetically shielded thrusters [162, 163]. Based
on this, σrp = 0.1 is set for all simulations here, leaving further sensitivity analyses or
more accurate models to further work.

For a conducting wall, such as the anode, we just take δs, δr ≈ 0. For the lateral
ceramic walls, δr and δs are modeled according to [199–203]

δr(Te) = δr0E
2
r /(Te + Er)

2, (A.3)

δs(Te) = min (2Te/E1, δ
∗
s ) , (A.4)

with δr0, Er and E1 being material dependent parameters, and δ∗s the effective upper-
bounded SEE yield, corresponding to a space-charge limited (SCL) sheath. For the Boron
Nitride walls of our thruster, the following values were taken: δr0 = 0.4, Er = 40 eV,
E1 = 50 eV, and δ∗s = 0.986.

The local net power density deposited by the whole electron population at the wall is

P ′′ne,wall = −jne

e
Ee,wall, Ee,wall =

2Te − 2Tsδs
1− δs

, (A.5)

where Ee,wall is the average energy per net collected electron, and 2Ts is the average energy
per wall-emitted electron (equal to 4eV in the simulations here). Then, the net power
density of electrons at the sheath edge is

P ′′ne,edge = P ′′ne,wall − jne∆φsh. (A.6)

At that edge the kinetic electron model inside the sheath is matched with the fluid
electron model of the outer quasineutral domain. The matching of jne is obvious, but for
the energy fluxes, the ’kinetic’ one, P ′′ne,edge of Eq. (A.6), is matched to the ’fluid’ one,
−5Tejne/(2e) + qne. This yields the heat flux at the sheath edge as

qne = −jne

e

(
e∆φsh + Ee,wall −

5

2
Te

)
, (A.7)

which is used as boundary condition on the quasineutral domain for the electron fluid.
For ions, the PIC solution in the quasineutral domain is also matched to the kinetic

sheath model at the sheath edge. Dedicated particle-to-surface weighting schemes for
the PIC formulation of ions [99, 204, 205] yield directly the net ion power density at (the
PIC side of) the sheath edge, P ′′ni,edge. Then, the power density deposited at the wall is
P ′′ni,wall = P ′′ni,edge + jni∆φsh and the average energy per wall-impacting ion is

Ei,wall =
eP ′′ni,edge

jni

+ e∆φsh. (A.8)
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Simulations of driven breathing
modes of a magnetically shielded
Hall thruster

This Chapter integrally reproduces the contents of the article “Simulations of driven
breathing modes of a magnetically shielded Hall thruster”, Plasma Sources Science and
Technology, 32 (2023) [123]. The style has been adapted to the one of this document and
the references have been unified in a single bibliography at the end of the document.

Abstract

The operation of a 5 kW-class magnetically shielded Hall effect thruster with sinusoidal
modulation of the discharge voltage is investigated through simulations with a 2D ax-
isymmetric hybrid (particle-in-cell/fluid) code. The dynamic response of the thruster for
different modulation amplitudes and frequencies is presented and discussed. The analy-
sis of partial efficiencies contributing to thrust efficiency allows identifying counteracting
effects limiting net gains in performance figures. Voltage modulation enhances the ampli-
tude of plasma oscillations and can effectively control their frequency when the modulation
frequency is close to that of the natural breathing mode (BM) of the thruster. The 2D
plasma solution reveals that the dynamics of the ionization cycle are governed by the
electron temperature response, enabling a driven BM at the modulation frequency. For
modulation frequencies far from the natural BM one, voltage modulation fails to control
the plasma production via the electron temperature, and the natural BM of the thruster
is recovered. High order dynamic mode decomposition applied to the 2D plasma solu-
tion permits analyzing the complex spatio-temporal behavior of the plasma discharge
oscillations, revealing the main characteristics of natural and externally driven modes.
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4.1 Introduction

The Hall effect thruster (HET) is a mature electric propulsion technology, with rela-
tively high efficiency and thrust. However, in spite of its successful flight history, there
currently exist significant efforts to increase HETs efficiency and lifetime in response to
new, on-going, ambitious space missions, including the deployment of near-Earth satellite
mega-constellations for fast and far-reaching telecommunications, or the colonization of
the Moon and Mars. Magnetic shielding (MS) of the channel walls [59] is an effective
technique that is enabling the design of the next HET generation, featuring enhanced
performances and operational lifetimes compared to classical HET designs such as the
Stationary Plasma Thruster (SPT) [25, 206], which relies on a magnetic lens type topol-
ogy inside the channel.

The plasma discharge in both conventional and MS-HETs is characterized by the
presence of the so-called breathing mode (BM), a low frequency (of the order of tens
of kHz) discharge oscillation, which was first identified in the 1970s [207], and that has
been typically linked to a predator-prey type ionization instability, involving an axial
displacement of the ionization front inside the thruster chamber [166,176,189]. While the
underlying physical mechanisms behind the onset and growth of the BM are still topics
of present debate [208–212], several numerical and experimental studies have shown that,
depending on the operating parameters, the BM can yield significant oscillations in the
discharge current, Id, with amplitudes of the order of its DC value, which can greatly affect
the thruster performance [188, 190, 213–218]. Moreover, the external anode-to-cathode
circuit is known to have a significant impact on the discharge oscillations. Barral et al.
[219], analyzed resistor-inductor-capacitor (RLC) networks connecting anode and cathode
and proportional-integral-derivative closed-loop control of the discharge voltage Vd or of
the applied magnetic field intensity as active means for achieving nearly oscillation-free
operation. Wei et al. [220] have reported experimental measurements showing a noticeable
effect of the amplitude of Id oscillation on the thruster performance by changing only the
capacitor value of a RLC filter unit connected between anode and cathode. Therefore,
the assessment of the impact of the BM on the discharge performance continues to be of
central importance in HET research.

Recent works have explored the so-called externally driven BM operation of the
thruster by applying some external modulation to Vd. These studies are motivated by
different reasons. First, adding a sinusoidal voltage component to the anode potential
with a frequency close to that of the natural (i.e., unmodulated) BM of the thruster has
been proven effective to obtain time-coherent breathing oscillations, which have permit-
ted the successful validation of time-resolved laser induced fluorescence (LIF) diagnostic
techniques with application to HET discharges [221–226].

Second, a novel power processing unit (PPU) concept for HETs relying on a pulsating
drive of the anode voltage through a pulsating boost chopper circuit demonstrated a
good performance and reduced size and weight compared to conventional PPUs for a
1kW-class HET, thus making it attractive for high power applications [227]. A recent
study has proven the pulsating boost chopper power supply (chopper PS) effective for
controlling the frequency of the driven discharge oscillations for the case of a 1 kW-class
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anode-layer-type HET, which can greatly simplify electromagnetic interference (EMI)
mitigation strategies on modern spacecrafts [228].

Moreover, several numerical and experimental studies of a modulated HET discharge
have reported enhanced performance. Tamida et al. [229] applied a chopper PS on a
conventional HET prototype with a frequency close to that of the natural BM and with
a modulation amplitude ranging between 10% and 50% of the average value of Vd. Oper-
ating at 200 W, measurements indicate up to a 30% relative increase in thrust efficiency
with respect to the unmodulated operation, the latter featuring a thrust efficiency of
about 20%. Yamamoto and coworkers [227] reported 23% and 16% relative increases on
the thrust efficiency and the thrust-to-power ratio, respectively, with respect to the un-
modulated discharge at Vd = 150 V (featuring values of 22% and 50 mN/kW), for a 1
kW-class HET operated with a chopper PS, when Vd is modulated at a frequency close to
that of the natural BM. The enhanced thrust performance is attributed to the synchro-
nization between the predator-prey oscillation mechanism and the PPU, which optimizes
the plasma production and the ion acceleration processes. Measurements in the plasma
plume of the same thruster reported a negligible effect of the modulation on the plume
divergence and a wider ion energy distribution function in pulsating operation [230].

Romadanov et al. [231] studied the discharge and plasma plume characteristics of a
200 W cylindrical Hall effect thruster (CHT), operating with a sinusoidal Vd modulation,
through experimental measurements and numerical simulations using a time-dependent
1D axial fluid model of the discharge including neutrals, electrons and singly-charged ions.
The time-averaged voltage was set to 220 V, and the peak-to-peak modulation amplitude
was varied from 8 to 50 V, while the modulation frequency was varied from 6 to 18
kHz, close to the 13 kHz natural BM frequency of the thruster. This type of modulation
was proven effective to externally drive the BM resulting in enhanced Id oscillations.
The amplitude of the Id oscillations and its root mean square (RMS) value were shown
to depend on the modulation amplitude. Two distinct, linear and non-linear, response
regimes were identified. Moreover, a resonant behavior of the discharge was observed, with
maximum Id oscillation amplitude and RMS value at modulation frequencies close to that
of the natural BM. The resonant frequency was also shown to depend on the modulation
amplitude, ranging from 10 to 13 kHz. RMS values of the propellant utilization and
current efficiencies are found to increase in modulated operation. Close to the resonant
frequency, and at large modulation amplitude (half-peak values around 9-11% of the time-
averaged value) the authors report a total increase of up to a 20% in the product of the
RMS values of the propellant utilization and current efficiencies compared to unmodulated
operation. Enhanced oscillation and phase alignment of the ion velocity and ion density
were postulated as one of the main reasons behind the observed behavior. The beam
divergence is found almost unaffected by the external modulations. An experimental
study [232] carried out with the same thruster showed that the rotating spoke instability,
which could contribute to electron turbulent transport across the magnetic field, can be
suppressed in the non-linear regime in externally driven BM operation, thus suggesting
that voltage modulation can increase current efficiency.

A theoretical analysis demonstrated that for modulated operation, an increase of
thrust can be obtained if the ion beam current and energy oscillate in-phase [233]. In
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Ref. [234], time-dependent measurements of the ion current and ion energy in the plume
of the CHTpm2, a permanent magnet version with magnetic shield of the low power
(100-200 W) CHT mentioned above, operating with sinusoidal Vd modulation, revealed a
decrease in the phase angle between these two signals when the modulation frequency was
close to that of the natural BM, which is optimal for high thrust production. However,
recent experiments and 1D axial hybrid numerical simulations of the modulated CHTpm2
have reported lower than expected thrust gains due to increased plume divergence and
lower ion energy amplitude close to the resonant frequency of the modulation [235]. More-
over, thrust gains are counteracted by gains in discharge power, thus the anticipated net
increase in thrust efficiency is not achieved.

Therefore, further analysis of the complex spatio-temporal behavior of main plasma
magnitudes inside the thruster chamber is required to advance in the understanding of the
modulated HET response. In particular, the dynamics of the ionization and acceleration
regions, which are highly coupled in a classical HET discharge, play an essential role
in determining the spectral characteristics and phase-frequency relationships of relevant
plasma magnitudes. Accurate numerical simulations are of particular importance in this
context, since experimental measurements of plasma profiles inside thruster chamber are
scarce and challenging. Reduced 1D axial simulation models used in previous studies
[231,235] reproduced the main features of the experimental results, although they present
several important limitations. First, they have not been able to reproduce accurately the
natural BM of the thruster; second, they miss important 2D effects and are not directly
applicable to complex MS topologies of new low erosion MS-HET designs; third, they
rely on approximate models for plasma-wall interaction, which determine plasma losses
to the walls and thus the discharge performance; and fourth, they do not include double
ionization collisions, whose contribution is generally non-negligible.

This work presents 2D numerical simulations of the dynamic response of a MS-HET
operating with an external sinusoidal modulation of Vd. The simulations are carried out
with the code HYPHEN [99, 105], a 2D axisymmetric multi-thruster simulator with a
hybrid formulation featuring a particle-in-cell (PIC) model for heavy species (including
neutrals, singly and doubly charged ions), and a magnetized drift-diffusive fluid model for
electrons. In a recent work [122], HYPHEN capabilities were extended to the simulation
of MS-HET discharges, and partial code validation was made against the HT5k proto-
type [149,173], in terms of discharge current and thrust for five different operation points,
without any external modulation and using xenon as propellant. Taking as reference the
simulation results for one of these unmodulated operation points, a parametric investiga-
tion of the modulated response of the thruster for different modulation amplitudes and
frequencies is presented. The central goal is to assess the effect of modulation in this new,
high-efficiency, 5 kW-class MS-HET prototype, which greatly differs from HET designs
analyzed in previous modulation studies, and to advance in the understanding of the ex-
ternally driven BM operation, which could be advantageous for high-power applications.
The simulation results presented here are shown to be in good qualitative agreement with
those reported in previous numerical and experimental studies, thus confirming that mod-
ulated MS-HET discharges also follow main trends found for conventional HETs. The
2D solution for the electron temperature, plasma density, neutral density and ionization



4.2. The natural breathing mode response to constant discharge voltage 61

production term inside the thruster chamber is analyzed to explain the impact of modu-
lation in the discharge performance, and the transition between the externally driven and
the natural BM is investigated. To the authors’ knowledge, there are no previous full 2D
numerical studies on a modulated MS-HET discharge.

The document is organized as follows. Section 4.2 summarizes the simulation model
and settings and presents the natural BM of the thruster characterizing the unmodulated
discharge. Section 4.3 discusses the effect of voltage modulation on main performance
figures when compared to the unmodulated case. Parametric studies in terms of mod-
ulation amplitude and frequency are presented in Sections 4.3.1 and 4.3.2, respectively.
Section 4.4 analyzes the 2D plasma solution to get a deeper insight on the dynamics of
the modulated response. Section 4.5 studies the transition between the natural and the
externally driven BM. Finally, conclusions are drawn in Section 4.6.

4.2 The natural breathing mode response to constant

discharge voltage

The present study uses the same simulation model and main settings detailed in Ref.
[122], which are briefly outlined here. Fig. 4.1 presents a sketch of the simulation domain,
which corresponds to the cylindrical axisymmetric half meridian plane of the thruster,
including the thruster chamber, with length Lc and width Hc, and the near plume region,
with axial and radial extensions equal to 6Lc and 6Hc, respectively. The electric circuit
connecting the anode and the centrally-mounted cathode is also depicted in Fig. 4.1.
Both the anode wall and cathode exit planes correspond to boundaries of the simulation
domain. A discharge voltage Vd is imposed between the anode and the cathode. The
reference φ = 0 for the electric potential is set at the cathode boundary, so the anode
potential is φ = Vd. The discharge current Id flowing from cathode to anode through the
external circuit is indicated in Fig. 4.1 according to the flow direction of positive charges.

A prescribed xenon neutral mass flow ṁA is injected through the anode wall. The
xenon neutral mass flow injected through the central cathode is ṁC = 0.075ṁA. Simu-
lations include singly-charged and doubly-charged ions generated through ionization col-
lisions in the bulk plasma. Plasma recombination at the thruster walls contributes to
neutral density. Charge-exchange collisions generating radially-expanding, slow ions and
fast neutrals in the near plume are not considered in this study, since their effect on the
discharge performance was found negligible for the present case.

The code version for HET simulations consists of three main modules coupled within
a time-marching sequential loop: the Ion module (I-module), which follows a Lagrangian
approach for simulating the neutral and ion species; the Electron module (E-module),
which applies quasineutrality and solves a fluid model for the magnetized electron popu-
lation; and the Sheath module (S-module), which provides the proper coupling between
the quasineutral plasma bulk, and the thruster walls. While the I-module operates on a
structured mesh of the simulation domain, the E-module uses an unstructured magnetic
field aligned mesh (MFAM) [108], defined by the externally applied magnetic field B to
limit the numerical diffusion arising from the strong anisotropic transport of magnetized
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Figure 4.1: Sketch of the simulation domain and the anode-to-cathode external electrical
circuit. The downstream plume boundary is indicated with a thick dark-blue line. The
dashed red lines limit the region used for global magnitudes in Secs. 4.4 and 4.5.

electrons. The details of both meshes are provided in Ref. [122] and omitted here.

Every simulation timestep, the I-module takes as inputs the externally applied mag-
netic field B, the electric field E = −∇φ, and the electron temperature Te and performs
the following tasks: (i) the propagation of macroparticles one timestep ∆t forward, accord-
ing to the electromagnetic fields acting on them; (ii) the injection of new macroparticles
into the domain and the removal of exiting ones; (iii) the interaction of macroparticles
with the thruster walls, such as neutral reflection and ion recombination; (iv) the genera-
tion of new ion macroparticles due to the ionization of neutrals; and (v) the computation,
through a particle-to-mesh weighting process, of the macroscopic properties characterizing
each heavy species, including the neutral density nn, the plasma density ne =

∑
s 6=e Zsns

and the net ion current density ji =
∑

s6=e eZsnsus, with Zs, ns and us the charge number,

particle density and macroscopic velocity of the sth ion population, including singly and
doubly charged ions. Further details can be found in Refs. [99, 115, 174]. The E-module,
taking these heavy-species magnitudes as inputs, solves a quasineutral, drift-diffusion fluid
model for the magnetized electron population, including the plasma current conservation,
a generalized Ohm’s law solving for φ and the electron current density vector je = −eneue,
and the electron energy equation solving for Te with a Fourier’s law for the electron heat
flux vector qe. The electron model is further detailed in Refs. [99, 107, 110], and it has
been recently upgraded for the simulation of MS-HET discharges in Ref. [122].

HYPHEN E-module models the azimuth-averaged, wave-based electron anomalous
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Figure 4.2: Natural BM of the unmodulated discharge for Vd = 300 V and ṁA = 14
mg/s, taken as reference for this work. (a) Time response of Id. (b) Normalized frequency
spectrum of Id.

transport through a turbulent electron collisionality νt = αtωce, where αt(z, r) is a phe-
nomenological function representing the electron local turbulence level and ωce is the
electron cyclotron frequency [93,96,169,176]. In Ref. [122], five different operation points
were considered, defined by a pair (Vd, ṁA). The former ranged from 300 to 400 V, and the
latter from 10 to 14 mg/s. For each operation point, only two experimental measurements
were available: the time-averaged values of the thrust and the discharge current F̄ and Īd,
respectively. Therefore, to complete the electron model, an axial step-out type function
for αt(z, r), which has provided good fittings in previous studies [170, 184, 187, 188], was
chosen, featuring two fitting parameters only: αt1 and αt2(> αt1) acting approximately
inside and outside the thruster chamber, respectively. For each operation point, the pair
(αt1, αt2) was tuned to reproduce the experimental values (Īd, F̄ ) with relative errors be-
low 5%. The obtained turbulent fittings yielded numerical results in good agreement with
experimental measurements of plasma magnitudes for a similar prototype [79, 191], and
turned out to be also good reproducing the main oscillations of Id, which correspond to the
natural BM of the thruster, as described later. Previous studies have successfully devel-
oped more advanced empirically-calibrated models for αt(z, r), informed by local plasma
properties [77,236,237]. Moreover, non-invasive time-resolved measurements have recently
shown a direct correlation between the anomalous collision frequency and breathing cy-
cle [238]. Despite current remarkable efforts, the precise characterization and modeling of
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the anomalous electron transport still remains an open problem in HET research, subject
to several challenges that block the development of predictive simulation tools, includ-
ing the non-uniqueness of empirically-calibrated more elaborated models [77, 239]. Here,
the experimental data availability for the MS-HET prototype limits the tuning of more
complex turbulent models.

The present work takes as reference the simulation case 1 of Ref. [122]. For simplicity,
the RLC filter unit connecting anode and cathode in Ref. [122] is not included in this work
(since its effect on Id was proven negligible). Therefore, this unmodulated simulation case
features Vd = 300 V (constant with time) and ṁA = 14 mg/s. For this case, the fitting
process yields (αt1, αt2) = (0.8, 8)%. The oscillations of Id are shown in Fig. 4.2(a). The
time-averaged value of the discharge current is Īd = 15 A, and it features a half-peak
amplitude ∆Id of about 6.7% of Īd, consistent with experiments. Fig. 4.2(b) shows the
normalized frequency spectrum of Id. The dominant frequency fBM = 20 kHz corresponds
to the natural BM, which is close to the 22 kHz reported in experiments. The frequency
spectrum in Fig. 4.2(b) reveals the spectral complexity of Id, with several peaks at
frequencies close to fBM. This result suggests that the natural discharge oscillations can
be represented by a non-harmonic cluster of several modes, similar to those identified
in a recent study through high order dynamic mode decomposition (HODMD) for a
conventional SPT-100-like HET discharge [240]. The application of HODMD to this
unmodulated reference case is left for Sec. 4.4. In the rest of the paper, simulation cases
including Vd modulation are compared with this unmodulated reference case.

4.3 Effect of voltage modulation on main performance

figures

The sinusoidal modulation applied on the anode-to-cathode discharge voltage (refer
to Fig. 4.1) is defined as

Vd(t) = V̄d [1 + ε sin (2πfst)] , (4.1)

where V̄d is the constant time-averaged discharge voltage value, ε is the relative half-peak
modulation amplitude, and fs is the modulation frequency.

In order to compare with the unmodulated reference case presented in Sec. 4.2, all
modulated cases analyzed in this work consider the same operation point, characterized
by the pair (V̄d, ṁA) = (300 V, 14 mg/s). Each modulation case is defined by the pair
(fs, ε); the unmodulated reference case will be referred to as fs = 0 or ε = 0. Secs. 4.3.1
and 4.3.2 present parametric studies on ε and fs, respectively. Time-averaged values of
main performance figures, including a valuable set of partial efficiencies (defined below),
are reported for all simulated cases.

Computing efficiencies in a highly oscillating HET discharge requires special care.
Here, meaningful estimations of the thrust efficiency and a set of partial efficiencies will be
obtained considering time-averaged quantities over a sufficiently large number of complete
discharge oscillation cycles. The thrust efficiency is defined and factorized, in terms of



4.3. Effect of voltage modulation on main performance figures 65

the time-averaged variables, as

η =
F̄ 2

2ṁP̄d

≡ ηuηcurηvolηdivηdisp′ , (4.2)

being P̄d = IdVd the time-averaged discharge power deposited into the plasma (the net
power delivered through cathode electron emission is around 1-2% of P̄d and has been
neglected here). The propellant utilization and the current efficiency are defined as

ηu =
¯̇mi∞

ṁ
, ηcur =

Īi∞

Īd

, (4.3)

respectively, where ṁ = ṁA + ṁC, ¯̇mi∞ and Īi∞ are the time-averaged ion mass flow and
ion beam current across the downstream plume boundary, respectively, and mi and e are
the xenon atom mass and the electron charge, respectively. The voltage, divergence, and
dispersion efficiencies are defined, respectively, as

ηvol =
P̄∞/Īi∞

P̄d/Īd

, ηdiv =
P̄z∞

P̄∞
, ηdisp′ =

F̄ 2

2 ¯̇mi∞P̄z∞
, (4.4)

with P̄∞ and P̄z∞ the time-averaged flows of total and axial plasma energy across the
downstream plume boundaries, respectively, and eP̄∞/Īi∞ the time-averaged effective en-
ergy of ions downstream. The values of F̄ , P̄∞ and P̄z∞ are computed from the cor-
responding surface integrals at the downstream plume boundary considering all plasma
species (the contributions of neutrals and electrons are found negligible in all cases). The
product ηcurηvol quantifies the fraction of P̄d transferred to the downstream plume; ηdiv

assesses the plume divergence based on axial energy and total energy flows; and ηdisp′

quantifies the level of velocity dispersion of all plasma species (which would be one if only
axial mono-energetic ions contribute to thrust and power downstream).

Additionally, the charge efficiency,

ηch =
e ¯̇mi∞

miĪi∞
, (4.5)

is equal to one if no doubly-charged ions are generated, and decreases with the production
of doubly-charged ions.

To show the effect of discharge oscillations on the performance figures estimations,
and to establish a fairer comparison with the results reported in Ref. [231], RMS values
of Id and F , and estimations of the efficiencies above using RMS values of the involved
quantities are also reported in this work. For any time series y1, . . . , yK ∈ R, its RMS
value is defined as

yRMS =

√√√√ 1

K

K∑
k=1

y2
k. (4.6)
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Īd (A) ∆Id/Īd (%) F̄ (mN) ∆F/ F̄ (%) η ηu ηcur ηvol ηdiv ηdisp′ ηch

15.0 ±6.7 280 ± 15.1 0.578 0.932 0.763 0.947 0.907 0.946 0.897

Table 4.1: Performances for the unmodulated case operating at (V̄d, ṁA) = (300 V, 14
mg/s). RMS and time-averaged values are approximately the same for this case.

4.3.1 Modulation amplitude parametric study

A parametric investigation on the effects of the modulation amplitude is presented in
this section. For all modulated simulation cases analyzed here, the modulation frequency
is set equal to that of the natural BM characterizing the unmodulated discharge presented
in Sec. 4.2, so that fs = fBM = 20 kHz. Results for four modulated discharges with
relative half-peak amplitude ε =2.5, 6.25, 12.5 and 25% are presented and compared with
the unmodulated reference case in Sec. 4.2 (ε = 0).

The results for the time-averaged and RMS values of Id and F , and their oscillation
amplitudes are in Fig. 4.3. Tab. 4.1 contains these data only for the unmodulated case. A
monotonic growth of Id and F RMS values and their oscillation amplitudes with the mod-
ulation amplitude is found, in line with the results reported in Ref. [231]. As expected,
RMS values are noticeably higher than their corresponding (arithmetic) time-averaged
values when signal oscillations are large. In Refs. [225, 231], the linear and non-linear
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Figure 4.3: Time-averaged (solid lines) and RMS values (dashed lines) of (a) Id and (b)
F versus the modulation relative half-amplitude ε. Vertical bars indicate signals maxima
and minima, thus yielding the oscillation amplitude ∆Id and ∆F .
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Figure 4.4: Total and partial efficiencies, relative to the unmodulated case (with asterisk
and detailed in Tab. 4.1), versus the amplitude of oscillation, for fs = 20 kHz. Time-
averaged (solid lines) and RMS values (dashed lines) are plotted.

responses of a 200 W CHT prototype against the amplitude of the anode voltage mod-
ulation were identified. In the linear regime, at low modulation amplitude (up to ε ∼
5%), the amplitude of the Id oscillations increases linearly with the modulation amplitude
while the RMS values remain nearly constant. In the non-linear regime, at higher modu-
lation amplitudes, Id oscillation amplitude and RMS values exhibit a superlinear growth
with the modulation amplitude. Interestingly, these two regimes are also observed in Fig.
4.3(a).

The time-averaged and RMS values for the enhanced F shown in Fig. 4.3(b) in the
non-linear regime are consistent with the results presented in Refs. [233–235], where it is
shown that, for modulated operation, an increase in F can be obtained when oscillations
of the ion beam current and energy are high and their phase shift is low. These aspects
are analyzed in Refs. [234] and [235] considering modulated discharges with different
modulation frequencies (close to the natural BM) at a constant modulation amplitude,
an analysis which is undertaken in the next section.
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Fig. 4.4 compares the total and partial efficiencies of modulated cases with the un-
modulated case of Tab. 4.1, identified there by an asterisk. The trends of ηu and ηcur

with the modulation amplitude are in good qualitative agreement with the experimental
measurements and numerical results reported in Ref. [231] (propellant utilization values
reported there correspond to our ratio ηu/ηch).

Section 4.4 will show that ionization is enhanced by external modulation, thus cor-
responding to a larger ηu. A similar behavior, but with slighter changes, is found for
ηcur. The increase in ηcur (especially in the non-linear regime) is due to an enhancement
of the ion beam current Ii∞ with the voltage modulation. 1D numerical simulations and
experiments reported in Refs. [231, 235] indicate that the enhanced Ii∞ is related to the
increase in ε and the phase alignment of the ion density and energy at the near plume
(i.e. end of the acceleration region). The same behavior (not shown) is found in our
simulations. Finally, since η/η∗ < (ηuηcur)/(η

∗
uη
∗
cur), the product ηvolηdivηdisp′ decreases

with ε increasing, thus concluding that voltage modulation has a small effect on thrust
efficiency due to the different trends of the partial efficiencies.

The comparison of solid lines (time-averaged values) and dashed lines (RMS values) in
Fig. 4.4 indicates that using RMS values to estimate efficiencies does not seem appropriate
in scenarios with high discharge oscillations, and it may lead to significant misestimation
of the performance figures. This is particularly the case for ηu defined in Eq. (4.3), which
is reported to increase up to a 6% if estimated with RMS values, and only up to a 2% if
obtained with time-averaged quantities. Discrepancy between these particular values is
induced by oscillations in ṁi∞ exclusively.

4.3.2 Frequency parametric study

Setting the amplitude modulation to ε = 25%, this section presents simulation results
for fs ranging from half to double the dominant frequency of the natural BM, fBM = 20
kHz. Fig. 4.5(a) shows the normalized frequency spectrum of Id and Fig. 4.5(b) its
quasi-periodic time response for three modulated cases: fs = 10, 18 and 40 kHz. These
results reveal several aspects. First, the low-frequency Id oscillations are driven by the
Vd modulation, presenting a dominant frequency equal to fs. Second, the modulated
cases exhibit a much simpler Id frequency spectrum than that of the unmodulated one
in Fig. 4.2: a single prominent peak at fs is found, corresponding to highly coherent
Id oscillations. This result is in line with experimental studies reporting that sinusoidal
voltage modulation close to the natural BM yields quasi-periodic discharge oscillations
[221,225,226].

In Fig. 4.5(b) the modulated discharge exhibits a clear capacitive/inductive character
for fs = 10/40 kHz, with Id ahead/behind Vd, respectively. A similar behavior has been
reported in experimental studies for a 1kW-class HET operated with a chopper PS [227],
and in experimental and numerical studies for the CHTpm2 prototype with sinusoidal
voltage modulation [235].

As already seen in Sec. 4.3.1, modulated cases feature higher Id oscillation amplitude
than the unmodulated one. To further investigate this aspect, Fig. 4.6 shows the Id and
F response for several frequencies between 10 and 40 kHz. Interestingly, the oscillations of



4.3. Effect of voltage modulation on main performance figures 69

Id and F exhibit a non-monotonic behavior with fs. In fact, the modulated response ex-
hibits a resonant-kind behavior similar to that reported in experiments and 1D numerical
simulations for the 200 W electromagnetic CHT [231] and its permanent magnet version
CHTpm2 [234,235]. This resonant response of the thruster is characterized by enhanced
Id and F oscillations for an interval of fs close to fBM.

In Ref. [231], the resonant modulation frequency fr, is defined as the modulation
frequency for which the Id oscillation amplitude and its RMS value are maximum. The
value of fr is shown to depend on the modulation amplitude, being slightly lower than
fBM for high modulation amplitude (ε = 9%), and approximately equal to fBM for low
modulation amplitude (ε < 5%). At resonance, for both the electromagnetic and the
permanent magnet versions of the 200W CHT, it is found ∆Id/Id ∼ ±100% for ε = 9%
[231] and ε = 18.2% [235], respectively. For the latter, Īd and F̄ are found to increase a
6% and 4% with respect to the unmodulated case, respectively [235].

Here, for ε = 25%, the maximum oscillation amplitude of Id is ∆Id/Id ∼ ±50%
at fs = 18 kHz, while RMS values are maximum at fs = 17 kHz. Therefore, there
exists a resonance region centered at a resonant frequency fr ∼17-18 kHz, slightly lower
than fBM = 20 kHz, with a width of 2-3 kHz, shaded in blue in Fig. 4.6. Within
this resonance region Īd and F̄ are shown to increase a 3% and 5% with respect to the
unmodulated reference case, respectively. Interestingly, doubling and halving fs with
respect to fBM leads to roughly the same decrease in Id oscillation amplitude and RMS
value. At lower modulation amplitudes, fr is found to approach fBM. In particular, for
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Figure 4.5: Modulated cases with ε = 25% and fs = 10, 18 and 40 kHz (black, red and
green solid lines, respectively) and fs = 0 (blue). (a) Normalized frequency spectrum of
Id. (b) Time response of Id for 3.5 modulation cycles, or 3.5 natural BM cycles for fs = 0;
dashed vertical lines mark the minima of Vd(t) for fs 6= 0.
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Figure 4.6: Time-averaged (solid lines) and RMS values (dashed lines) of (a) Id and (b)
F versus the modulation frequency fs. Vertical bars indicate signals maxima and minima,
yielding their corresponding oscillation amplitude, ∆Id and ∆F . The blue, shaded region
indicates the approximate location and extension of the resonant region and the red,
dashed line corresponds to fBM. The oscillations for fs = 0 are plotted too.

ε = 6.25%, we find fr = fBM. These results reveal the prominence of the natural BM of
the thruster over the external modulation on the low-frequency discharge oscillations for
low modulation amplitude. The transition between the natural and externally driven BM
at lower modulation amplitude is detailed in Sec. 4.5.

Fig. 4.7 shows the changes in efficiencies for modulated cases with respect to fs = 0
versus the modulation frequency. Slight changes (of about 3-4% maximum) are found in
all efficiency figures, in line with the results in Ref. [235]. The non-monotonic behavior
of the thrust efficiency η close to resonance is also in good agreement with numerical
and experimental results reported there. The maximum η gains with respect to the
unmodulated reference case occur within the resonance region and are limited to ∼2%
only, as a consequence of counteracting contributions of all the partial efficiencies in Eq.
(4.4), as described next.

The maximum of ηu is close to the resonance frequency, as in Refs. [231, 235]. The
current and voltage efficiencies, ηcur and ηvol, do not exhibit here clear trends with fs.
Experimental studies in Ref. [231] do not report a clear trend of ηcur either, while ηcur is
found to remain nearly constant in Ref. [235]. All modulated cases feature a smaller ηdisp′

than the unmodulated case, with a minimum in the resonance region, thus indicating a
larger velocity dispersion in the ion velocity distribution function (VDF) for those cases.

For a given species, the time-averaged axial flux-VDF of particles leaving the domain
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Figure 4.7: Total and partial efficiencies relative to the unmodulated case versus fs for
ε = 25%. The blue, shaded region indicates the approximate location and extension of
the resonant region, and the red dashed line corresponds to fBM.

through the downstream boundary is defined as

Fz(vz) =

∫ ∞
−∞

dvr

∫ ∞
−∞

vzF(vr, vθ, vz)dvθ, (4.7)
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Figure 4.8: Normalized axial-flux VDF of singly-charged ions at the downstream bound-
ary of the channel midline for ε = 25% and fs = 0, 10, 18, and 40 kHz (blue, black, red
and green solid lines, respectively). (a) Time-averaged VDFs (b) VDFs at maximum Ezi∞
(solid line) and at minimum Ezi∞ (dashed line), for fs = 0 and 18 kHz.

with F(vr, vθ, vz) the species VDF. Fig. 4.8(a) shows Fz for singly-charged ions at the
downstream boundary at the channel midline for fs = 0, 10, 18 and 40 kHz. For the
unmodulated case, Fz presents a single dominant peak at 290 eV and a much lower ion
velocity dispersion (consistent with a higher ηdisp′) than for the modulated cases. For all
modulated cases, the ion-flux VDF exhibits two main peaks near 225 eV and 375 eV, the
minimum and maximum values of the modulated Vd(t). Interestingly, the dominant peak
is the one with the highest energy. Compared to cases at fs = 10 and 40 kHz, the results
for fs = 18 kHz show a lower velocity dispersion of the singly-charged ion population,
in line with Ref. [233]. A similar double peak behavior for modulated cases is found for
doubly-charged ions.

The behavior of ηdisp′ is also related to that of ηch [Figs. 4.7(e) and (g)], since the
presence of doubly-charged ions contributes to the velocity dispersion of the ion popula-
tion. The lower ηch values near resonance indicate that a larger fraction of doubly-charged
ions is produced at these conditions. This is consistent with the higher Te around fr re-
ported by experiments [235]; this aspect is further analyzed in Sec. 4.4. The decrease in
ηdiv within the resonance region indicates higher plume divergence, in line with results in
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Figure 4.9: Case ε = 25%. (a) Phase difference ϕd, between Id and Vd (solid black line),
and ϕ∞, between Ii∞ and Ezi∞ (dashed black line), versus fs. Red line and shaded region
as in Fig. 4.6. Time response of (b) Ii∞ and (c) Ezi∞, for 3.5 modulation cycles for fs =
10, 18 and 40 kHz (black, red and green solid lines, respectively), and natural BM cycles
for fs = 0 (blue line). Other lines as in Fig. 4.5(b).

Ref. [235], and, along with ηdisp′ decrement, partially compensates the gains in ηuηcur.
The increase in the product ηcurηvolηdiv ≈ P̄zi∞/P̄d is also limited, where P̄zi∞ corre-

sponds to the dominant ion contribution to P̄z∞ [refer to Eq. (4.4)]. This aspect is further
analyzed as follows. For sinusoidally oscillating quantities, P̄d and P̄zi∞ can be expressed
as

P̄d = V̄d[Īd + ε∆Id cos(ϕd)/2], (4.8)

P̄zi∞ = [Ēzi∞Īi∞ + ∆Ezi∞∆Ii∞ cos(ϕ∞)/2]/e, (4.9)

where Ezi∞ = ePzi∞/Ii∞ is the average axial energy per ion crossing the downstream plume
boundary; and ϕd, ϕ∞ ∈ [−180, 180] deg are phase shifts between Id and Vd, and between
Ii∞ and Ezi∞, respectively, referred to as discharge phase and ion phase. A negative phase
shift means that the first signal of the pair (the currents, in this case) is ahead of the
other signal. Assuming that time-averaged values remain nearly constant with fs, and



74 Chapter 4. Simulations of driven breathing modes of a MS HET

that ϕd, ϕ∞ ∈ (−90, 90) deg (i.e., cosϕd, cosϕ∞ > 0), both P̄d and P̄zi∞ increase for
higher oscillation amplitude and phase alignment of the involved signals.

Fig. 4.9(a) shows ϕd and ϕ∞ versus fs. Figs. 4.9(b) and (c) present the time response
of Ii∞ and Ezi∞, respectively, while the one corresponding to Id is in Fig. 4.5(b). Two main
facts are revealed by these results. First, the behavior of Ii∞ is found similar to that of Id:
it exhibits a non-monotonic behavior in terms of oscillation amplitude and time-averaged
values, with both quantities peaking near resonance; and second, the absolute value of
both ϕd and ϕ∞ are shown to decrease near resonance, indicating a phase alignment of
signals Id and Vd, and Ii∞ and Ezi∞, respectively. Indeed, both curves ϕd, ϕ∞(fs) are
nearly coincident, and full phasing (i.e. ϕ = 0) is found for fs ∼ 25 kHz, thus above
the resonance region (and fBM). The results for ϕd(fs) confirm the capacitive/inductive
character of the discharge commented above for fs lower/higher than 25 kHz. A similar
behavior is reported in Ref. [235]. These findings indicate that near resonance both P̄zi∞
and P̄d increase, thus limiting the product ηcurηvolηdiv ≈ P̄zi∞/P̄d and, consequently, the
gains in η induced by modulation.

Previous studies for a voltage modulated thruster [233–235] have shown that high
oscillation amplitude and low phase shift between ion current and energy is optimal for
thrust production. Here, we find maximum F near resonance [refer to Fig. 4.6(b)], where
Ii∞ oscillations are maximum and ϕ∞ is low. While average values of Ezi∞ (about 251-253
eV) are found to barely change with fs (maximum change is about 0.8% with respect to the
unmodulated case) its oscillation amplitude is shown to decrease at resonance with respect
to its level at low fs (see black and red curves in Fig. 4.9(c) corresponding to fs = 10 and
18 kHz, respectively). This fact, along with the higher plume divergence discussed above,
limits thrust production, in line with Ref. [235]. Furthermore, the combination of the
sub-optimal F with the aforementioned enhanced Pd yields limited η gains for modulated
resonant discharges.

Finally, Fig. 4.8(b) shows Fz for singly-charged ions at the downstream boundary at
the thruster channel midline computed at the time instants with maximum and minimum
Ezi∞ for a given discharge oscillation cycle. Results are presented for the unmodulated
reference case described in Sec. 4.2 (blue curves) and for the modulated case with fs =
18 kHz (red curves). The axial flux-VDFs present two peaks at energies consistent with
the time response of Ezi∞ in Fig. 4.9. Interestingly, while both the high and low-energy
peaks in the unmodulated case are similarly populated, the high-energy peak clearly
dominates in the modulated case. This result indicates that voltage modulation near
resonance enhances and optimizes the acceleration of the ion population, thus favoring F
production, as commented above. These aspects are further analyzed next.

4.4 Further insights on the 2D plasma response

In this section we analyze the time-dependent response of the plasma variables in order
to discuss the predator-prey character of the driven modes. First we will consider a 0D
analysis with global variables, then we will look at 1D and 2D behaviors.



4.4. Further insights on the 2D plasma response 75

4.4.1 Global response

In order to define globally-averaged values of the plasma variables we consider the
domain in Fig. 4.1 bounded by the red line, which covers the portion of the simula-
tion domain where most ionization takes place, extending axially up to z/Lc =1.4, thus
including the thruster chamber and the position of Te and Ez peaks downstream [122].
Spatially-averaged values within this region of any magnitude ζ are denoted as ζ̃.

The ion continuity equation states

∂ne

∂t
+∇ · (ji/e) = Se, (4.10)

where

Se = ne

∑
κ

nκ∆ZκRκ(Te) (4.11)

is the net ionization production term, including single and double ionization between
electrons and heavy species (ions and neutrals) with, for each ionization process κ (i.e.,
Xe→ Xe+, Xe→ Xe2+ and Xe+ → Xe2+): nκ the heavy species involved, ∆Zκ the heavy
species charge number jump in the process, and Rκ(Te) the corresponding ionization rate,
which is a non-linear function of the electron temperature. Ion current oscillations are
therefore governed by oscillations of Se, which in turn depend on the dynamics of Te,
nn and ne. Current continuity in the quasineutral plasma relates the produced ion and
electron current densities,

∇ · je = −∇ · ji. (4.12)

The surface integral of the electric current (i.e., j = ji + je) collected at the anode wall
provides Id, while the surface integral of the ion current collected at the downstream
plume boundary provides Ii∞.

On the other hand, Te is determined from the inertialess electron energy equation for
an isotropic pressure tensor,

∂

∂t

(
3

2
neTe

)
+∇ · P ′′e = P ′′′elec − P ′′′inel. (4.13)

where P ′′e = −5Teje/(2e) + qe is the electron energy flux gathering the enthalpy and
heat fluxes; P ′′′elec = je · E is the work of the electric field over fluid electrons per unit
volume and time, corresponding to the the main energy source term for electrons; and
P ′′′inel accounts for the power losses per unit volume from inelastic collisions (e.g., excitation
and ionization).

Fig. 4.10 shows the phase shifts and the time response of several plasma variables
for the same simulations than Figs. 4.5 and 4.9. Interestingly, the results for the modu-
lated discharge found here for the MS-HET are in good qualitative agreement with those
reported in Ref. [235] for the CHTpm2. This fact suggests that the same fundamental
phenomena drive the modulated response in both prototypes, and indicates that anode
voltage modulation seems a robust technique to control the frequency and the phasing
between current and voltage across different HET designs.
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Figure 4.10: Modulated case ε = 25%. (a) Phase shift of different magnitudes with
respect to Vd. Red line and shaded region as in Fig. 4.6 (b)-(e) Time response of dif-
ferent magnitudes for fs = 0, 10, 18 and 40 kHz (blue, black, red and green solid lines,
respectively). Other details as in Fig. 4.5.

For modulated cases, a quasi-periodic time response with dominant frequency equal to
fs is found for all magnitudes in Fig. 4.10, with significantly larger oscillation amplitudes
than for the unmodulated case, in line with the behavior of Id. The ionization of neutrals
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is triggered by a combination of the rise of T̃e and the level of neutral replenishment,
yielding an increase in plasma density until the neutral population is depleted and T̃e

decreases. The ionization then drops until neutrals are replenished and T̃e rises again,
leading to another cycle. For all cases, ñn is ahead of ñe, the phase lag between signals
ranging from 100 to 150 deg. This behavior is typical of a predator-prey type ionization
instability [176,189], and suggests that the main discharge oscillations in modulated cases
correspond to an externally driven BM (this aspect is further assessed later). For low and
high fs, far from the resonant region, ñn-Vd phase shift exhibits an asymptotic behavior,
typical of resonant oscillators. A similar trend is found for ñe-Vd and S̃e-Vd phase shifts.

For fs = 18 kHz, S̃e exhibits much larger oscillations yielding higher neutral depletion
and plasma density peaks. The enhanced averaged plasma production (it increases up
to a 6% from the unmodulated case) is in line with the increase in ηu with respect to
the unmodulated discharge observed in Fig. 4.7(a). Near resonance, the S̃e-Vd phasing
(Fig. 4.10) has a central impact on the discharge performance, as described next. First,
it is responsible for both the discharge and ion phasing (i.e. the decrease of |ϕd| and
|ϕ∞|) discussed in Sec. 4.3.2, since (1) Se is the source of both ion and electron currents
contributing to Id and Ii∞ [refer to Eqs. (4.10) and (4.12)], and (2) Vd ultimately deter-
mines Ezi∞ in Fig. 4.9(c). The similar phase-frequency characteristic found for ϕd and
ϕ∞ in Fig. 4.9(a) is a consequence of the coupling between the plasma generation and
acceleration in the HETs, which limits the performance improvement in the modulated
discharge (especially in terms of η). On the one hand, both F and Pzi∞ are maximized if
S̃e and Vd are maximum at the same time every discharge cycle. On the other hand, the
higher F (or Pzi∞) is accompanied by higher Pd.

Considering only modulated cases, the S̃e-Vd phasing near resonance also contributes
to the lower ion velocity dispersion observed in Fig. 4.8(a) for fs = 18 kHz (red line): if
the peaks of both S̃e and Vd occur closer within the cycle, then the majority of the ions
will go across a similar potential fall when accelerating downstream (∂Vd/∂t ≈ 0 near its
maximum). Furthermore, this phasing is behind the fact that the high energy peak of Fz

in Fig. 4.8(b) is much more populated than the lower one.

The electron temperature response is determined by the energy balance for electrons
in Eq. (4.13), including P ′′′elec as the main energy source, and is found to oscillate nearly
in-phase with Vd for all fs values. This is consistent with the fact that (1) MS of the
channel walls limits power losses to the walls and avoids Te saturation [241]; and (2)
the period of the modulation (∼10−4 s) is much longer than the electron residence time
(∼10−6-10−7 s), so that je quickly adapts to Vd changes (with fs). The larger T̃e peak
near resonance (it increases from about 20 to 24 eV from the unmodulated case to the
case with fs = 18 kHz) favors double ionization collisions, and is thus in line with the
slight decrease in ηch and ηdisp′ , as indicated in Sec. 4.3.2.

For fs near fBM, Te is found to govern Se (and nn) dynamics and, therefore, is the main
factor responsible for the control of the dominant frequency of the modulated discharge
oscillations. As commented above, T̃e oscillates nearly in-phase with Vd for all fs values
(Fig. 4.10). On the other hand, ñn oscillates nearly out-of-phase with Vd for fs = 10 kHz,
and their phase shift decreases (in absolute value) for higher fs. The rise in S̃e depends
on that of T̃e and the level of neutral replenishment in the chamber. For fs = 10 kHz,
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neutrals have longer time available to replenish the chamber before T̃e begins to rise, and
they trigger the ionization before the rise of T̃e. For fs = 18 and 40 kHz, neutrals have
shorter time to replenish the chamber, and a lower value of ñn is found at the initial rise
of S̃e, which is now triggered mainly by the rise of T̃e. Near resonance, at fs = 18 kHz, the
ionization is enhanced by an optimal combination of ñn and T̃e, yielding the maximum
peak of S̃e and ñe, and the highest level of neutral depletion.

4.4.2 Local response

Fig. 4.11 shows the axial-temporal contour maps over several modulation cycles of
radially-averaged plasma magnitudes (denoted with circumflex accent). For fs = 10 kHz,
the ionization front, identified with the peak of Ŝe, is formed on every cycle at z/Lc ≈ 0.8,
and moves upstream towards the anode along the cycle. The larger neutral replenishment
in the chamber in this case triggers the ionization close to the chamber exit, where T̂e

is higher, and the ionization front is formed well before T̂e reaches its maximum value.
Then, the ionization front travels upstream, as neutrals are consumed (and the electron
temperature increases), and stays near the anode a significant part of the cycle, until
T̂e, which oscillates nearly in-phase with Vd, decreases with time and the ionization front
vanishes. For the case with fs = 18 kHz the ionization front appears at a distance
from the anode similar to the case with fs = 10 kHz, while for fs = 40 kHz the front
forms closer to the anode (at x/Lc ≈ 0.7) due to the lower level of downstream neutral
replenishment. For both fs = 18 and 40 kHz, the ionization front is triggered by the rise
in the electron temperature. Near resonance (e.g., at fs = 18 kHz), an optimal phasing
between neutral replenishment and electron temperature is found every cycle, yielding
the highest ionization production, as commented above. The upstream motion of the
ionization front towards the anode is much more evident for fs = 18 than for fs = 40
kHz, and in both cases the ionization extinguishes when the electron temperature drops
within the cycle. These results confirm that, for modulated cases with fs close to fBM,
the dynamics of Te are the main factor responsible for slowing down or speeding up the
inherent ionization cycle of the unmodulated discharge, yielding an externally driven BM
at fs.

To have a full 2D picture of the dominant spatio-temporal modes we apply the
HODMD [242, 243] data-driven technique, which expands a spatio-temporal dataset into
dynamics-relevant modes identifying involved frequencies, amplitudes and growth rates,
and that allows to separate transient behaviors from asymptotic oscillations. HODMD ex-
tends standard DMD [244] capabilities for the application to non-linear system with high
spectral complexity, and overcomes the limitations of standard DMD when dealing with
noisy data. A recent study [240] has already demonstrated the capabilities of HODMD
to identify and characterize the natural BM and the ion transit time [166, 188, 245] from
HYPHEN simulations of a SPT-100-like HET.

Given a set of spatio-temporal data composed of K snapshots of dimension N , i.e.,
x1, . . . ,xK ∈ RN , each of them representing the values of a physical variable of interest
x at the N spatial mesh points involved in the numerical simulations for a given time
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(a)
fs = 10
kHz

(b)
fs = 18
kHz

(c)
fs = 40
kHz

Figure 4.11: Modulated cases ε = 25%. Axial-temporal contour maps over 2.5 modulation
cycles of radially-averaged values of Ŝe, T̂e, n̂n and n̂e (from left to right column), for fs

= 10, 18 and 40 kHz (from top to bottom row). The black dashed lines correspond to the
minima of Vd.

instant k, i.e., xk = x(tk), HODMD aims at decomposing each snapshot xk as

xk ≈ xDMD
k =

M∑
m=1

amψme
Ωmtk (4.14)

where ψm are the complex spatial modes (normalized with RMS-norm), Ωm their corre-
sponding complex frequencies and am > 0 are their real amplitudes. Here, only purely
oscillating modes are considered for the analysis and am assesses their dynamical rele-
vance. The accuracy of the HODMD reconstruction of the original data, xk, depends on
the number M of modes considered and a tunable parameter d that defines the number
of “delayed” snapshots to be used in the analysis [242]. In order to identify an adequate
value for M and d, a similar procedure to the one in Ref. [240] is followed: M and d are
varied until the relative RMS error in the reconstruction is found small enough (between
5% and 15%); once this is achieved, it is checked that small variations of the resulting d
parameter do not affect the output HODMD modes. Results shown next are for M = 40
(including complex conjugates) and d = 600.
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Fig. 4.12 shows the normalized amplitude spectrum resulting from the application
of HODMD to the spatio-temporal data of Se(z, r, t) within the red-bounded region of
Fig. 4.1 for unmodulated and modulated cases. For the unmodulated case, the largest-
amplitude mode corresponds to the natural BM frequency fBM = 20 kHz, but there are
non-negligible contributions of several modes with frequencies close to fBM, and which are
not harmonics of fBM. In particular, the amplitudes of the second and the fifth-largest
modes, at 29.5 and 70.2 kHz, respectively, are just 18% and 42% lower than that of
the largest one. Therefore, the natural BM cannot be reconstructed within a selected
accuracy by a simple spatio-temporal sinusoidal term (nor the superposition of several
sinusoidal harmonics). Instead, a wide non-harmonic breathing mode cluster is found,
which confirms the rich spectral complexity of the natural BM for this thruster, in line
with the Id time response and frequency spectrum shown in Fig. 4.2.

Modulated cases show a simpler spectrum, with a more prominent role of the mode
at fs. This result is consistent with the quasi-periodic Id response shown in Fig. 4.5 for
these cases. Yet, cases with fs = 10 and 18 kHz show non-negligible contributions of 2-3
harmonic modes, and several non-harmonic secondary modes with frequencies close to fs.
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Figure 4.12: Normalized amplitude versus frequency diagram for the HODMD modes of
Se within the red-bounded domain of Fig. 4.1 for (a) the unmodulated case and (b) the
modulated cases with ε = 25% and fs = 10, 18 and 40 kHz (black circle, red square and
green triangle markers, respectively).
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Figure 4.13: Dominant HODMD mode for the unmodulated case, corresponding to
fBM = 20 kHz (first three rows), and for the modulated one with fs = 18 kHz and
ε = 25% (last row), for Se, Te, nn and ne (from left to right columns). Row 1: mode
magnitude in arbitrary units. Row 2: mode phase angle. Rows 3 and 4: axial profiles
of mode magnitude (black lines and left y-axis) and phase angle (blue lines and right
y-axis); solid lines correspond to radially averaged quantities, while dashed lines indicate
quantities along the thruster channel midline.

Interestingly, for fs = 40 kHz (> fBM), the mode-amplitude hierarchy contains modes
with frequencies close to fBM.

Fig. 4.13 shows the spatial structure of the dominant HODMD mode of Se, Te, nn, and
ne, in terms of its magnitude and phase angle within the region of analysis depicted in Fig.
4.1. The first three rows of Fig. 4.13 show results for the unmodulated reference case.
2D contour maps of mode magnitude and phase angle are depicted in the first and second
row. The third row shows 1D axial profiles of magnitude (black lines and left y-axis) and
phase angle (blue lines and right y-axis). While dashed lines correspond to values along
the thruster channel midline, solid lines, corresponding to radially averaged values, are
included to emphasize the spatial non-uniform 2D character of the modes. The reference
for the phase angle (i.e. 0 deg) is set to the phase of the Se mode at the midpoint of the
anode wall. Results for the modulated discharge with fs = 18 kHz are found qualitatively
similar to those of the unmodulated discharge. Therefore, 2D contour maps are omitted,
and only 1D axial profiles of magnitude and phase angle are reported in the fourth row
of Fig. 4.13, in the same fashion as for the unmodulated case. The information in Fig.
4.13 must be interpreted as follows: the magnitude plots indicate where the oscillation
takes place; the phase plots describe the standing or progressive structure of the wave
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and allow identifying the phase relation between the different plasma variables.

Magnitude 2D maps and 1D axial profiles in the first column of Fig. 4.13 show that,
for both the unmodulated reference case and the modulated case with fs = 18 kHz, the
region where Se oscillates extends from the anode to z/L ≈ 0.8. This result is consistent
with the spatio-temporal contour maps of Ŝe depicted in Fig. 4.11(b) for fs = 18 kHz,
showing that the ionization front, identified with the peak of Ŝe, forms at z/L ≈ 0.8 and
travels upstream towards the anode during the modulation cycle. In fact, in this region Se

exhibits an upwards progressive-wave structure (i.e. traveling to the left in the diagrams),
indicated by the positive slope of the 1D axial phase profiles (blue lines in the third and
fourth rows of the first column of Fig. 4.13). Its characteristic axial phase velocity is
2.68 km/s for the unmodulated reference case and 2.63 km/s for the modulated case with
fs = 18 kHz. The main oscillations of nn and ne (third and fourth columns of Fig. 4.13)
are also found between the anode and z/L ≈ 0.8, indicating that the ionization region is
contained there. In contrast, Te is found to oscillate downstream the ionization region,
mainly outside the thruster chamber, where most of the ion acceleration takes place. A
similar behavior is found for Ez (not shown). Te has essentially a constant phase through
the analyzed region, indicating a dominant standing-wave character. The 1D axial profiles
along the channel midline for the phase of nn and ne indicate that the former leads by
75-135 deg within the ionization region, and that both present a dominant standing-wave
character.

The spatial non-uniformity of the modes in the thruster channel is especially evident
for the case of nn. The radial non-uniformity of Se is mainly due to the ion recombination
at the thruster walls, which significantly contributes to nn, and it is partially responsible
for that of ne. For the nn mode, radially averaged 1D profiles of magnitude and phase
along the channel (solid lines) greatly differ from those along the thruster channel midline
(dashed lines). Interestingly, the radially averaged nn mode corresponds to an apparent
1D axial wave travelling downstream along the thruster channel from the anode wall
(i.e., solid blue lines with negative slopes) This behavior is consistent with n̂n maps in
Fig. 4.11, in which the downstream travelling of neutrals is more evident for cases with
fs = 10 and 18 kHz. The phase characteristics of this axial wave allows to identify two
different regions. On the one hand, near the anode, the characteristic axial phase velocity
is mainly a result of the competition between neutral injection and ionization: for the
unmodulated case, which features lower ionization near the anode, the HODMD mode for
nn recovers the expected convective axial wave dominated by neutral injection from the
anode, and the phase velocity is 0.31 km/s, close to macroscopic axial injection velocity
for neutrals, set to 0.3 km/s; for the modulated case with fs = 18 kHz, the phase velocity
is of the same order of magnitude but smaller, 0.15 km/s, due to the enhanced ionization
and the phasing between Se and nn, which decrease the effective neutral replenishment
rate. On the other hand, further downstream the anode wall, for z/Lc > 0.2-0.3, neutral
fluxes from ion recombination along the lateral walls yield an apparent axial phase velocity
of 1.76 km/s (unmodulated case) and 1.51 km/s (modulated case), about 5-6 times larger
than the macroscopic axial velocity of neutrals.
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4.5 Transition from driven to natural breathing mode

Voltage modulation at relatively high modulation amplitudes (e.g., ε = 25%) was
found to yield limited gains in thrust efficiency, but, it has been proven to be an effective
strategy to control the frequency of the discharge oscillations for fs ≈ fBM. While this
feature can help reduce EMI on modern spacecrafts, the enhanced Id oscillations obtained
in the non-linear regime [Fig. 4.3(a)] may pose issues to other subsystems. Therefore,
anode modulation at relatively low amplitudes within the linear regime (e.g., ε = 5−10%)
seems an interesting compromise allowing to control the frequency of the oscillations while
keeping low current oscillation amplitudes. However, operating at low ε may result in a
loss of control over the discharge oscillations and the reappearance of a dominant natural
BM if fs is sufficiently far from fBM [228].

For a given modulation amplitude, the natural BM is expected to dominate over driven
oscillations if fs far enough from fBM.

The transition between the driven and the natural BM of the thruster is here investi-
gated for a relatively low modulation amplitude within the linear regime, set to ε = 6.25%.
Two limit simulation cases are run with fs = 3 kHz and 110 kHz, one order of magnitude
lower and larger than fBM, respectively. Fig. 4.14 shows the normalized frequency spec-
trum of Id and main plasma magnitudes for fs = 3 kHz and 110 kHz. The results for Id

reveal that the natural BM of the thruster at fBM = 20 kHz is present in the response as
the dominant mode (for fs = 3 kHz) or a co-dominant one (for fs = 110 kHz). Therefore,
voltage modulation fails to control the main oscillations of the plasma discharge for both
fs = 3 kHz and 110 kHz. Moreover, Id response deviates from a quasi-periodic one at fs,
characterizing modulated discharges with fs ≈ fBM. Instead, a higher spectral complexity
is found, similar to that of the unmodulated case.

As discussed in Sec. 4.4, when fs is close to fBM, Te is found to govern the dynamics
of Se, thus enabling the control of the discharge oscillation frequency. Here, for fs far
from fBM, a quasi-periodic time response at fs is still found for T̃e. However, the main
oscillations of S̃e occur now at fBM, thus uncoupled from Te dynamics, and its response
presents a higher spectral complexity, similar to that of Id, with a secondary mode at
fs. Similar results are found for ñn and ñe. Therefore, the natural ionization cycle of
the discharge at fBM, governed by the dynamics of heavy species (i.e., neutrals and ions),
which, contrary to electrons, cannot adapt to Vd changes when fs is far from fBM, is
recovered, and it is only partially modulated by Vd through Te dynamics.

For both modulation cases with fs = 3 and 110 kHz, the HODMD modes correspond-
ing to fBM = 20 kHz for Se, Te, nn, ne present a similar structure and spatio-temporal
characteristics as those of the natural BM of the thruster shown in Fig. 4.13. For the
same plasma magnitudes, Fig. 4.15(a) and (b) show the 3 kHz and 110 kHz modes for
modulated cases with fs = 3 kHz and fs = 110 kHz, respectively. In addition to their
frequency, several aspects reveal that these modes are induced by the voltage modulation
and do not present the features of a predator-prey type ionization instability typically
associated to the BM characterizing HET operation. First, the roughly flat axial pro-
file of the phase of Se corresponds to global oscillations inside the thruster channel, and
the progressive-wave structure travelling upwards towards the anode, which characterizes
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Figure 4.14: Normalized frequency spectrum of Id and several plasma variables for fs = 3
kHz (red lines) and 110 kHz (black lines), with ε = 6.25%.

both the natural and driven BM in Fig. 4.13 is not present. Second, the spatial distri-
bution of the magnitude of the 110 kHz nn mode reveals that the main neutral density
oscillations at that frequency take place only within a very localized region close to the
chamber walls. These nn oscillations are due to slow neutrals from ion recombination at
the walls at fs = 110 kHz, which become ionized before reaching the center of the channel.
Finally, even though nn oscillations take place in the bulk plasma for the 3 kHz mode,
ne oscillations are found to lead those of nn in most of the domain, contrary to the case
of a BM. This result for the fs = 3 kHz case seems to indicate that, throughout the slow
modulation cycle, the growth in plasma density within the channel is limited by the Te

decay and ion recombination at the walls, which later promotes a neutral density peak
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Figure 4.15: (a) 3 kHz and (b) 110 kHz HODMD modes for the modulated cases with
fs = 3 and 110 kHz, respectively, and ε = 6.25%, for Se, Te, nn and ne (from left to right
columns). For each panel (a) and (b): rows 1 and 2 present the mode magnitude (in
arbitrary units) and phase angle; row 3 shows the axial profiles of mode magnitude (black
line and left y-axis) and phase angle (blue line and right y-axis); solid lines correspond
to radially averaged quantities, while dashed lines indicate quantities along the thruster
channel midline.

inside the thruster vessel.
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4.6 Conclusions

The dynamic response of a MS-HET with sinusoidally modulated discharge voltage
has been investigated through 2D (axial-radial) simulations of the discharge, then assessed
through Fourier analysis and HODMD techniques. Parametric analyses for several mod-
ulation amplitudes and frequencies show a good qualitative agreement with experimental
measurements and 1D numerical results reported in previous studies for CHT prototypes
in the low power range (<1kW), suggesting that the same fundamental phenomena drive
the modulated response across different designs. The ubiquitous presence in these ExB
devices, including also conventional and anode-layer-type HETs [228,229], of the BM os-
cillations of the discharge current, attributed to the same fundamental predator-prey type
ionization instability in which the electron temperature solution inside the vessel plays an
essential role, could explain this interesting result. The role of plasma-wall losses could be
another reason behind the similar modulated response across these prototypes: on the one
hand the surface-to-volume ratio of the MS-HET is comparable to those of the low-power
CHT and HETs of the previous modulation studies; on the other hand, the MS topology
considered here (which to some extent is much more similar to that of the CHTpm2 than
to that of a conventional HET) significantly limits plasma-wall interaction.

For constant modulation frequency, time-averaged values and oscillation amplitudes
of Id and F increase with the amplitude of modulation and a linear and a non-linear
regime are observed in the response for low and high modulation amplitude, respectively.
For highly oscillating discharges, the computation of efficiency figures based on time-
average quantities is shown to avoid misestimations induced by RMS values. Within the
non-linear regime, a resonant-like response is found for frequencies close to the natural
BM. The analysis of partial efficiencies has revealed that anode modulation yields only
limited gains in thruster performance (about 2% in thrust efficiency) due to counteracting
effects inherent to the coupling between plasma production and acceleration processes
characterizing HET operation.

The 2D solution for relevant plasma variables reveals that, for modulation frequen-
cies close to the natural BM, the electron temperature governs the ionization production
dynamics, and is therefore the main factor responsible for the control of the dominant
frequency of the modulated discharge oscillations, enabling the externally driven BM in-
duced by anode voltage modulation. The complex spatio-temporal structure of the 2D
plasma solution is analyzed through the HODMD technique, which has revealed the trav-
elling character of the ionization production wave inside the thruster channel, common to
the natural and driven BM. Ion recombination at the lateral walls of the thruster chan-
nel significantly contributes to neutral replenishment in the thruster vessel and gives rise
to an apparent 1D axial neutral density wave travelling downstream with phase velocity
about 5-6 times larger than the macroscopic axial velocity of neutrals.

For low modulation amplitudes within the linear regime, the natural BM of the
thruster reappears as a dominant or co-dominant mode of the discharge current oscil-
lations when the modulation frequency is far from the natural BM one. The transition
from a driven BM to the natural one occurs when the electron temperature, which os-
cillates at the modulation frequency, loses control over the dynamics of the ionization
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production, and the natural ionization cycle of the discharge, governed by heavy species
dynamics, is recovered. The main oscillations of the plasma production inside the thruster
vessel then correspond to the natural BM, and secondary modes at the modulation fre-
quency, induced by the discharge voltage through the electron temperature dynamics, do
not exhibit the features of a predator-prey type ionization instability.

Discharge voltage modulation has been proven an effective technique to control the
frequency of the discharge oscillations in a range close to the natural BM of the thruster
without loss in performance, thus presenting interesting applications for EMI mitigation
and for plasma diagnostics. The analysis of the effects of anode modulation for different
operating conditions covering the nominal operation range of the thruster would permit
evaluating its impact on the performance map and I-V characteristics.





Chapter 5

Analysis of a 20 kW-class Hall effect
thruster

The initial research of this Chapter was presented in the 37th International Electric
Propulsion Conference, held in Boston (MA) [246]. A journal paper based on the final
results of this research is under preparation.

This Chapter presents the results of the HYPHEN simulations of SITAEL’s HT20k
plasma discharge, for different operation points with xenon and krypton as propellants. It
comprises six different sections. Section 5.1 briefly describes the thruster and presents the
experimental data. Section 5.2 introduces the simulation settings and some differences in
the modeling with respect to Chs. 3 and 4. In Section 5.3, the different operation points
with Xe are compared in terms of performance figures, global balances and efficiencies,
and also in terms of plasma properties in the bulk and along the thruster walls. In Section
5.4, the same analysis is performed with Kr as propellant, and comparison is established
with Xe. In Section 5.5, sensitivity analyses concerning plasma plume-related parameters
are performed, to study the robustness of the simulation results. Finally, in Sec. 5.6, the
most relevant conclusions are drawn.

5.1 Thruster description and experimental data

The HT20k is a high-power (20kW-class) HET developed by SITAEL, which operates
with an internally-mounted hollow cathode, SITAEL’s HC60 [247]. The development
activities of the thruster started in 2015 [150], after having considered the benefits of high-
power HETs, the potential market demand (for both commercial and scientific missions)
and the lack of development of this technology in Europe, with a few notable exceptions
[248].

The first development model of the HT20k thruster (DM1) was experimentally char-
acterized along 2017. The design of the second development model (DM2), in 2018, under
the CHEOPS (Consortium for Hall Effect Orbit Propulsion System) H2020 project and
a ESA/GSTP (General Support Technology Programme) project, incorporated the MS
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topology to the thruster, for the extension of its lifetime. Then, an engineering model
(EM) was designed and manufactured from the knowledge acquired from SITAEL’s HT5k
and the previous HT20k models [249]. The EM is the thruster model which has been sim-
ulated along the Thesis, mainly within the framework of the ASPIRE H2020 project.

The sketch of the geometry of the HT20k thruster chamber and the near plume region,
defined for simulation purposes, is the same as in the HT5k simulations [see Fig. 3.1(b)].
The geometrical parameters Lc and Hc correspond, in this case, to the HT20k thruster
chamber length and chamber width, respectively. The simulated plume region extends in
the axial direction from the chamber exit plane up to 6Lc; and in the radial direction from
the axis of symmetry up to approximately 6Hc, with the thruster chamber midline coin-
ciding with the near plume region midline. The HT20k thruster features the same RLC
filter circuit as the HT5k, which is schematically depicted in Fig. 3.1(c). Nevertheless, the
RLC filter is not experimentally activated in any of the HT20k operation points discussed
here and, therefore, is not considered in the simulations. This implies that Vs = Vd.

Case ṁA (mg/s) ṁC (mg/s) Vs (V) pXe(mbar) Bmax (mT) Id (A) F (mN) P (kW) ηA (%)

Xe1 20 1.5 300 8.8E-6 21 20.5 373 6.15 56.6

Xe2 25 2.0 300 1.2E-5 21 26.8 477 8.04 56.6

Xe3 30 2.3 300 1.3E-5 22 33.3 580 9.99 56.1

Xe4 25 2.0 500 1.2E-5 27 23.9 603 11.95 60.9

Xe5 30 2.3 500 1.4E-5 27 31.0 760 15.50 62.1

Xe6 35 2.6 500 1.6E-5 27 38.2 908 19.10 61.7

Kr1 20 1.8 300 1.6E-5 15 28.0 422 8.4 53.0

Kr2 25 2.0 300 1.7E-5 20 37.2 547 11.16 53.6

Kr3 20 1.8 400 1.9E-5 24 28.2 501 11.28 55.6

Table 5.1: Experimental data for operation points with xenon or krypton as propellant
defined in terms of anodic mass flow rate, ṁA, cathode mass flow rate, ṁC, source voltage,
Vs, background pressure, pXe, and strength of the magnetic field peak, Bmax. The main
performance figures are the time-averaged discharge current, Id; thrust, F ; total power,
P ; and anodic thrust efficiency, ηA.

Tab. 5.1 gathers the experimental data provided by SITAEL for the different operation
points with xenon and krypton, respectively. The magnetic topology is the same for all the
cases, but the intensity of B is scaled proportionally with the strength of the magnetic
field peak, Bmax. Tab. 5.1 also lists time-averaged experimental values provided for
the following thruster performance figures: the discharge current, Id, the thrust, F , the
discharge power, Pd and the anodic thrust efficiency, ηA.

5.2 Simulation model and settings

The HYPHEN model considered for the HT20k simulations is the same as for the
HT5k simulations, described in 3.3.1, except for an improvement in the plume downstream
boundary condition. The plume downstream boundary, P , is represented by a blue line in
Fig. 5.1(a). There, the local null current condition is substituted by a global downstream



5.2. Simulation model and settings 91

matching layer (GDML) model. The GDML yields expressions for jne and qne, and it
is defined as a thin boundary layer providing the jump conditions for relevant electron
magnitudes between P and infinity, where a final electric potential far downstream, φ∞,
is determined from the global current free condition, I∞ = 0 [250]. A first version of the
GDML (partially similar to a classical Debye sheath) has been implemented in HYPHEN
[250], so that the final potential φ∞ is obtained by imposing a global zero current condition
at P , such that Ie,∞ = −Ii,∞. Compared to the local null current condition, implemented
for the HT5k simulations, the GDML model limits plume truncation effects and provides
an electron current solution in the near plume more representative of the still magnetized
electron population there, while not affecting significantly the plasma solution inside the
thruster chamber nor the estimated discharge performance. [250].

Figs. 5.1(a) and (b) show the PIC mesh and the MFAM considered for the modeling
of the HT20k discharge. Regarding the PIC mesh, the number of cells and nodes is,
respectively, 5328 and 5475, being the smallest grid size equal to 1 mm. Regarding the
MFAM, the number of cells and faces is, respectively 3980 and 7794, with the average
skewness (see Ref. [186]) being 0.059. The HT20k exhibits a magnetic topology similar to
the one of the HT5k, as deduced from the comparison of Figs. 5.1(b) and 3.2(c). In Fig.
5.1(a), the annular anode wall is represented with a green line on the left, while the small
black box in Figs. 5.1(a) and (b) indicates the position of the central cathode boundary.
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Figure 5.1: (a) Cylindrical mesh used by the I-module. The red, green, blue and magenta
lines indicate the thruster dielectric walls, the anode, the plume downstream boundary P ,
and the symmetry axis, respectively. The centrally-mounted cathode is indicated by the
small black box. (b) The MFAM used by the E-module. Blue and red lines are B-parallel
and B-perpendicular lines, respectively, defining the cells.

The corresponding anodic mass flow, ṁA, is injected from a Maxwellian reservoir
through, unlike in the HT5k simulations, only a portion of the anode surface, from r/Hc =
2.74 to 3.12, but with the same injection temperature (see Tab. 3.2). Similarly also to
the HT5k cases, a sonic drift injection velocity is considered. This velocity varies from
Xe to Kr cases accordingly to the square root of the ratio of the atomic masses of the
propellants. With the same injection properties as in the anode, the cathode neutral mass
flow, ṁC, reported from experiments (see Tab. 5.1), is injected. The emission energy of
electrons at the cathode, as in Sec. 3.3.2, is set to be 2Tc = 4.5eV [180].
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Both singly and doubly charged ions are simulated. The type of collisions and the
particle-wall interaction settings considered in the HT20k simulations are the same as in
Sec. 3.3.2. The same occurs for the sheath module settings, since the lateral dielectric
walls of the HT20k thruster chamber are made of boron nitride, as the HT5k ones. The
replenishment fraction of the high energy tails of the electron VDF, σrp, is set to 0.1 by
default. The metallic anode features no SEE. The (ion) timestep, the total number of
timesteps and the number of electron-fluid subiterations are the same as in the HT5k
simulations, in Sec. 3.3.2. All the results in this chapter, except in the case of time-series,
are time-averaged over an interval which spans a sufficiently large integer number of Id

cycles.

5.3 Operation with xenon

In this section, simulations of the HT20k plasma discharge for the operation points
in Tab. 5.1, with xenon as propellant, are analyzed. Sec. 5.3.1 presents the fitting of
the turbulent parameters for each of the simulated cases. Then, Sec. 5.3.2 analyzes the
plasma discharge, including 2D plasma maps and 1D profiles along the thruster chamber
axis and along the walls. Finally, in Sec. 5.3.3, the global balances and efficiencies are
discussed.

5.3.1 Adjustment of turbulent profiles

For each operation point, the pair (αt1, αt2) is tuned to match the experimental
data for Id and F , in Tab. 5.1, with a relative error below 5% (the experimental data
repeatability). The tuning process has revealed the following trends: on the one hand,
αt1 has been found to mainly affect Id, which increases with αt1, while F is not very
sensitive to changes in this parameter; on the other hand, both Id and F increase when
αt2 increases. The results of the fitting process are summarized in Tab. 5.2.

Case Vs ṁA (αt1, αt2) Id F fd ∆Id/Id

(V) (mg/s) (%) (A) (mN) (kHz) (%)

Xe1 300 20 (1.3, 12.0) 21.4 381 13.6 ±2.9

Xe2 300 25 (1.2, 13.0) 27.6 492 14.3 ±2.5

Xe3 300 30 (1.2, 14.0) 34.1 606 17.7 ±2.3

Xe4 500 25 (1.1, 4.0) 24.6 619 12.6 ±3.7

Xe5 500 30 (1.1, 7.0) 31.8 768 14.4 ±2.1

Xe6 500 35 (1.1, 5.0) 37.5 909 14.9 ±5.7

Table 5.2: Simulation results for the best fit of the turbulence parameters (4th column).
Simulated results for time-averaged Id and F (5th and 6th columns) are within a 5%
error of the experimental values, in Tab. 5.1. Frequency and relative half-amplitude of
oscillation of Id are listed in 7th and 8th columns.
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Although the fitting of the turbulent parameters targets the pair (Id,F ) only, there
exists a good agreement between the simulated values of the dominant frequency of the Id

oscillations (i.e., the frequency of the breathing mode [176]), fd, and the experimental one:
the experimentally reported fd values range from 6.3 to 18.8 kHz, while the simulated
ones range from 12.6 to 17.7 kHz, as seen in Tab. 5.2. The adjusted values of αt1 and αt2,
in Tab. 5.2, are slightly larger than the ones obtained in the HT5k discharge (see Sec.
3.4.1) for the same Vs, especially outside the thruster chamber. The turbulent parameters
also exhibit similar trends as those found for the HT5k prototype. They seem to have
stronger dependence on Vs than on ṁA. In particular, both αt1 and αt2 decrease with
increasing Vs, while there does not exist a clear trend with ṁA.

Tab. 5.2 shows that both Id and F increase with ṁA. This is the expected trend,
given that the higher the neutral injection rate, the larger the amount of generated plasma,
which ends up being accelerated to the anode and the plasma plume. When Vs increases
from 300 V to 500 V: F increases because of the higher kinetic energy of the expelled
ions; Id slightly decreases, indicating a more efficient operation of the thruster.

5.3.2 Plasma discharge maps

In this section, the HT20k plasma discharge is analyzed in terms of 2D maps and 1D
axial and wall profiles of the most relevant plasma magnitudes. As previously indicated,
the results are time-averaged over an integer number of breathing-mode cycles.

2D plasma maps

Fig. 5.2 and 5.3 show the 2D maps of relevant time-averaged plasma magnitudes of
the discharge, including the interior of the thruster chamber and the near plume regions,
for the case Xe1. In both Figs. 5.2 and 5.3, the left columns show the plasma properties
only inside the thruster chamber, while the right columns present the whole simulation
domain. In Fig. 5.2, the plasma magnitudes shown are the neutral density nn, the plasma
density ne, the electric potential φ, and the electron temperature Te. Fig. 5.3 shows the
in-plane ion ̃i, electron ̃e and electric ̃ current densities. The 2D plasma maps of the
HT20k discharge are qualitatively similar to the ones of the HT5k, in Figs. 3.5 and 3.6,
given the similar magnetic topologies. For this reason, the discussion about Figs. 5.2 and
5.3 is focused on their differences with, respectively, Figs. 3.5 and 3.6.

Fig. 5.2(a) shows the 2D map of nn inside the thruster chamber, which exhibits
qualitative differences with respect to the HT5k discharge near the anode wall. This
occurs because the neutral gas is injected, unlike in the HT5k, through only a portion
of the anode wall in the HT20k configuration. Nevertheless, neutrals soon lose memory
of their injection conditions and the differences between both thrusters disappear close
to the chamber exit and further downstream in the plume, as shown in Fig. 5.2(b). In
both the HT20k and HT5k discharges, the decrease in neutral density inside the thruster
chamber indicates a large propellant utilization, as typical in high power HETs, given their
beneficial upscaling [53]. In terms of ne, no significant differences between the discharges
of both thrusters are observed in Fig. 5.2(c) and (d). As with the HT5k, the peak of ne

is located around the position of the magnetic singular point inside the chamber.
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Figure 5.2: Time-averaged 2D (z,r) contour maps for the case Xe1. (a)-(b) Neutral density
nn, (c)-(d) plasma density ne, (e)-(f) electric potential φ and (g)-(h) electron temperature
Te. The left column plots show magnitudes inside the thruster chamber, while the right
column plots correspond to the whole simulation domain. The centrally-mounted cathode
is indicated by the small black box.

As a consequence of the MS topology and the outward shifting of the acceleration
zone, the profile of φ is practically flat inside the chamber, as seen in Fig. 5.2(e). In the
plume region, Fig. 5.2(f) shows that φ falls down to 50 V in an axial distance of around
two chamber lengths from the exit plane, as in the HT5k discharge [see Fig. 3.4(a)].
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(e) (f)

Figure 5.3: Time-averaged 2D (z,r) contour maps for the case Xe1. Magnitude of the
longitudinal (a)-(b) ion current density vector ̃i, (c)-(d) electron current density vector ̃e

and (e)-(f) electric current density vector ̃. Blue lines with arrows depict the streamlines
of (a)-(b) ̃i, (c)-(d) −̃e and (e)-(f) ̃. The left column plots show magnitudes inside
the thruster chamber, while the right column plots correspond to the whole simulation
domain. The centrally-mounted cathode is indicated by the small black box close to the
axis.

Compared also to Fig. 3.4(a), the axial gradient of φ in the plume is less steep, taking
into account normalization by Lc. Fig. 5.2(h) shows that Te peaks at a value slightly
larger than 40 eV downstream the channel exit. Although the Te peak is higher than in
the HT5k discharge (with the same Vs), Fig. 5.2(g) shows that the thruster chamber walls
are, also in the HT20k case, effectively shielded: electron temperature near the walls is
very low (Te ≈ 3-4 eV).

Fig. 5.3(a) shows the ion streamlimes of the HT20k discharge. These streamlines have
their origin where ̃i = 0, around the chamber midline from z/Lc = 0.25 to z/Lc = 0.75.
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This region extends further downstream than in the HT5k discharge, in Fig. 3.6(a). The
fact that ̃i remains 0 closer to the chamber exit implies that acceleration and ionization
are shifted downstream in the HT20k discharge. Figs. 5.3(a), (c) and (e) reveal that, as
with the HT5k, electron current dominates over ion current inside the thruster chamber.
Again, the magnetic field channeling of ̃e is observed. Compared to the HT5k discharge,
the ̃e streamlines in Fig. 5.3(d) exhibit relatively abrupt turns near the downstream
boundary. This result suggests that, although the electron transport across B lines is
enhanced thanks to the cathode neutral injection, the simulation domain might have to
be slightly extended downstream to better capture the cathode-beam coupling. It must
be noted that these abrupt turns in the ̃e streamlines are not observed in the HT20k
operation points with Vs = 500 V. A possible explanation for this is given in the analysis
of Fig. 5.4, but further investigations would be needed to clarify it.

Fig. 5.3(f) shows that, unlike in the HT5k simulations, where the local null current is
imposed, there exist current loops closing outside the simulation domain, as a result of the
GDML condition decoupling ion and electron local current densities. Across the lateral
plume boundary, electric current comes into the domain, because of the dominance of jne

over jni there. This incoming current is compensated by the current leaving across the
vertical downstream plume boundary (close to the symmetry axis), where jni dominates
over jne. The net electric current leaving the domain is null, as imposed with the GDML
condition.

1D axial profiles

The axial profiles of the main plasma variables along the thruster chamber midline are
displayed in Fig. 5.4, for the cases in Tab. 5.2 with ṁA = 25, 30 mg/s at Vs = 300, 500
V. The largest differences in the 1D profiles of the magnitudes are found between cases
with different Vs.

In Fig. 5.4(a), the comparison of the different operation points shows that nn is
smaller in the plume for Vs = 500 V. This indicates a higher ηu for higher Vs, as occurs
in conventional US thrusters [251]. The improved neutral gas ionization is linked to the
higher electron temperature, as seen in Fig. 5.4(d). The plasma density profiles for all
cases, in Fig. 5.4(b), are qualitatively similar. The cases with higher ṁA (Xe3 and Xe5)
exhibit larger density peaks inside the chamber. Fig. 5.4(c) shows that φ is higher in the
plume along the midline for the cases with Vs = 500 V. This can explain why the abrupt
turns in the ̃e streamlines, in Fig. 5.3(d), disappear at higher Vs operation: the increase
in the radial E strength (a proportionally larger increase than the one in the B strength)
enhances cathode-to-plume radial electron fluxes. There is also an outward displacement
of the acceleration zone with increasing Vs, as observed in Fig. 5.4(d), indicated by the
fact that the Te peak (as well as the electric field peak, not shown here) moves downstream
for larger Vs.

Plasma-wall interaction

To study in more detail the effects of the MS topology in the HT20k discharge, Fig. 5.5
displays the profiles of relevant time-averaged plasma variables at the thruster chamber
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(a) (b)

(c) (d)

Figure 5.4: Time-averaged 1D axial profiles along the thruster chamber midline of xenon
operation points with ṁA = 25 and 30 mg/s in, respectively, black and red lines for Vs =
300 V and green and blue lines for Vs = 500 V. Magnitudes are (a) neutral density nn,
(b) plasma density ne, (c) electric potential φ and (d) electron temperature Te.

walls. The length coordinate s runs from the inner chamfer end to the outer chamfer end.
For all the operation points, the profiles are qualitative and quantitatively similar to each
other. A qualitative similarity exists also with the HT5k discharge, in Fig. 3.7. In Fig.
5.5(a), the electric potential at the sheath edge, φQ, exhibits, for all cases, a flat profile
over the whole chamber wall. The value of φQ is everywhere along this surface close to Vs

( = 300 V). This confirms that the MS configuration is shifting most of the acceleration
zone to the near plume region, out of the thruster chamber. Only at the outer corner
of both chamfers, it is found that φQ decreases to values smaller than 300 V, by several
dozens of volts.

Figs. 5.5(b) shows the sheath potential fall, ∆φsh, and Fig. 5.5(c) shows the electron
temperature at the sheath edge. The electron temperature, as already observed in Fig.
5.3(g), is relatively low (∼2-5 eV) and the ratio e∆φsh/Te ranges from 1.0 to 3.0. The
HT5k features the same range of values for e∆φsh/Te, since the wall material and the local
Te are the same in the discharge of both thrusters (see Eqs. A.1 and A.2 in Ch. 3). The
low value of Te results in a small SEE yield, δs (∼ 0.1-0.2), along all the thruster walls.
Fig. 5.5(f) shows the profile of the average energy per net collected electron, Ee,wall. Since
Te and δs have low values on the walls, and so ∆φsh, Ee,wall is also small (see Eq. A.5).

Fig. 5.5(d) plots the electron and ion current densities towards the walls. At the
anode wall, similarly to the HT5k discharge, the backward jni amounts to approximately
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(a) (b)

(c) (d)

(e) (f)

Figure 5.5: Time-averaged 1D profiles along the thruster chamber walls of xenon opera-
tion points with ṁA = 25 and 30 mg/s in, respectively, black and red lines for Vs = 300
V and green and blue lines for Vs = 500 V. Coordinate s runs from the inner chamfer end
to the outer chamfer end. Magnitudes of (a) electric potential at the sheath edge, φQ; (b)
potential fall across the sheath edge, ∆φsh; (c) electron temperature at the sheath edge,
Te; (d) ion (solid line), jni, and electron (dashed line), jne, current normal to the walls;
(e) ion wall-impact energy, Ei,wall; and (f) impact energy per net collected electron, Ee,wall.

a 15-25% of jne. Unlike in the HT5k, jne exhibits a sudden drop at the center of the
anode surface, also visible in Fig. 5.3(c), which may be a consequence of the neutral
injection profile [see Fig. 5.3(a)]. Fig. 5.5(e) shows the profile of the average energy per
ion particle reaching the wall Ei,wall. The low values of ∆φsh, in Fig. 5.5(b), results in
ion-impact energies below typical thresholds for erosion of boron nitride walls [154, 198],
along most of the chamber walls. This further confirms that the MS topology of the
HT20k is effective for the operational range under study. Nevertheless, since there is a
drop in φ near the outer corners of both chamfer walls [see Fig. 5.5(a)], Ei,wall increases
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there. Then, its value becomes zero right at the outer corners because, as shown in Fig.
5.5(d), jni is negligible on that part of the surface, thanks to the ion streamlines running
nearly parallel to those walls, as seen in Fig. 5.3(b). In the HT5k discharge, jni behaves
in the same way, as observed in Fig. 3.7(c).

Back in Fig. 5.5, the largest quantitative differences among the HT20k simulation
points are found in terms of jni and jne. Unlike the axial profiles along the chamber
midline, in Fig. 5.4, the magnitudes at the walls does exhibit a dependence on ṁA. In
Fig. 5.5(c), the cooling effect of a higher ṁA [252] is visible in the case Xe3 (as compared
to Xe2) and Xe5 (as compared to Xe4), and ∆φsh and Ee,wall are smaller for those cases
[see Figs. 5.5(b) and (f)]. For these same cases, jni and jne are maximum in Fig. 5.5(d),
because ne inside the chamber [see Fig. 5.4(b)] is higher.

5.3.3 Global balances and efficiencies

Tabs. 5.3 and 5.4 contain the terms of the current and power balances in Eqs. (3.11)
and (3.13), respectively, and the partial efficiencies defined in Eqs. (3.12) and (3.15), for
the different operation points with Xe. The amount of ion current to the cathode, IiC, is
negligible compared to IiA, and is not included. The relative current losses to the lateral
walls, IiD/Iprod, are large compared to a US HET, and also higher than those found in
the HT5k discharge (see Tab. 3.4). The relative ion current losses to the anode, IiA/Iprod,
are similar to those in a US HET discharge. With respect to the HT5k case (see Tab.
3.4), IiA/Iprod is observed to be lower in the HT20k, because numerical simulations have
shown that ionization occurs closer to the thruster channel exit in the HT20k discharge.
From the point of view of ion current losses to walls, as it occurs with the HT5k, the MS
topology is not advantageous with respect to the US one.

In Tab. 5.3, all the operation points exhibit high values of ηu (the same as in the
HT5k discharge at 300 V), which are enhanced at 500 V, as anticipated in Sec. 5.3.2 from
Fig. 5.4. The current efficiency, ηcur, is, in average, also high relative to conventional
US HETs under the usual operational regime [253]. It is observed that ηcur grows with
Vs, as reported from other HETs, both US and MS ones [254–256], including the HT5k
[see Tab. 3.4]. This growing trend could be associated to an improvement in the electron
confinement inside the discharge chamber [3] and is in line with the decrease in αt1 at
higher Vs, in Tab. 5.2. Regarding ηch, this is observed to decrease with increasing ṁA

and Vs, as reported experimentally for US HET’s [253,254]. This implies that the doubly-
charged ion fraction increases with ṁA and Vs.

In Tab. 5.4, the beneficial impact of MS in the HT20k is evidenced by the terms in
the power balance: although IiD/Iprod is 46-52%, the corresponding relative power losses
(which also includes the contribution of electrons), PD/P , is only a 3-5% of the total
input power. Moreover, the total energy losses to the thruster chamber walls, adding
the ones to the anode, amount only to a 4-7%. The ratio Pinel/Iprod, which represents
an effective single-ionization cost, yields 23-25 eV. This value, nearly the same as in
the HT5k discharge, is 1.9 times greater than the first ionization energy of Xe, as a
consequence of double ionization and excitation processes. The fraction of beam power,
P∞/P ≡ ηene (with negligible contribution from electrons), raises with Vs. This trend is



100 Chapter 5. Analysis of a 20 kW-class Hall effect thruster

Case Vs ṁA Iprod Ii∞/Iprod IiD/Iprod IiA/Iprod ηu ηcur ηch

(V) (mg/s) (A)

Xe1 300 20 35.1 0.49 0.46 0.05 0.93 0.81 0.85
Xe2 300 25 45.9 0.49 0.46 0.05 0.94 0.81 0.83
Xe3 300 30 57.0 0.49 0.46 0.05 0.95 0.82 0.80

Xe4 500 25 44.9 0.50 0.44 0.06 0.98 0.91 0.86
Xe5 500 30 67.6 0.41 0.52 0.07 0.98 0.87 0.84
Xe6 500 35 73.7 0.46 0.47 0.07 0.99 0.89 0.82

Table 5.3: Different contributions to the current balance in Eq. (3.11) and related partial
efficiencies, defined in Eq. (3.12).

Case Vs ṁA P η Pinel/P PD/P PA/P P∞/P ηdiv ηdisp

(V) (mg/s) (kW) (= ηene)

Xe1 300 20 6.38 0.52 0.13 0.05 0.02 0.80 0.78 0.83
Xe2 300 25 8.29 0.54 0.14 0.04 0.02 0.80 0.80 0.84
Xe3 300 30 10.23 0.56 0.14 0.03 0.02 0.81 0.81 0.85

Xe4 500 25 12.32 0.57 0.09 0.03 0.02 0.86 0.77 0.86
Xe5 500 30 15.91 0.58 0.10 0.03 0.01 0.86 0.78 0.86
Xe6 500 35 18.74 0.59 0.09 0.03 0.01 0.87 0.77 0.88

Table 5.4: Different contributions to the power balance in Eq. (3.13), and related partial
efficiencies, defined in Eqs. (3.14) and (3.15).

driven by the enhancement in ηcur, in Tab. 5.3, since ηvol remains approximately constant
for all cases (ηene ≡ ηvolηcur). Measurements of the high-power MS H9 thruster also
reveal little variation of ηvol across Xe operation points [256], whereas this efficiency is
clearly enhanced with increasing Vs in the high-power US NASA-173Mv2 (although its
ηvol also quantifies plume divergences) [254]. These differences among prototypes cannot
be directly attributed to the dissimilar magnetic topologies: geometrical factors or the
cathode position (unlike the H9 and the HT20k, the NASA-173Mv2 has a externally-
mounted cathode) may play a significant role [257,258].

To estimate the divergence of the plume, proceeding as in Sec. 3.4.3, we set cos2 αdiv =
ηdiv. From this equality, the mean half-divergence angle of the plasma plume is αdiv ≈
27.6 deg, slightly larger than in the H9 discharge [256]. It is in terms of ηdiv that the
largest disagreement (≈ 8%) is found between the HT20k and the HT5k discharges. The
HT20k exhibits larger divergence partly due to the downstream shift, relative to the HT5k
discharge, of its acceleration zone, as reported from simulations. Similarly to ηvol, ηdiv

barely changes from case to case in Tab. 5.4. The ratio ηdisp/ηu, which characterizes
the level of kinetic energy dispersion of the plasma species in the plume, remains around
0.88-0.89 for all Xe cases. The thrust efficiency, η, ranges from 0.52 to 0.59. In terms
of anodic efficiency, ηA = (ṁ/ṁA)η ≈ [0.57, 0.63], the performance of the HT20k with
Xe is similar to that of other US and MS high-power HETs, under similar operating
conditions [248,253,254,256,259].
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5.3.4 Plasma-wall interaction sensitivity analyses

An analysis of the sensitivity of the simulation results to some plasma-wall interaction
parameters is presented. The MS topology is expected to affect the sensitivity of the
simulation to the plasma-wall parameters. In particular, the influence of (i) the replen-
ishment fraction of the electron VDF, σrp, and (ii) the parameter Er, which appears in
the expression for the yield of elastically reflected electrons in Eq. (A.3), is studied. The
operation point Xe1, from Tab. 5.1, is taken as baseline case for the analysis.

Electron VDF replenishment fraction

A value of the electron VDF replenishment fraction parameter, σrp, close to 1 rep-
resents a small depletion of the high energy tail of the electron VDFs near the thruster
walls. On the contrary, a value of σrp close to 0 means a large depletion of the tails of
the electron VDFs. This parameter can have a significant influence on the particle and
energy fluxes deposited to the thruster chamber walls.

Case Iprod P η IiD/Iprod PD/P ηu ηcur ηene ηdiv

(A) (kW)

σrp = 0.1 35.3 6.42 0.53 0.46 0.05 0.94 0.81 0.80 0.78
σrp = 0.5 33.8 6.41 0.52 0.45 0.06 0.93 0.81 0.80 0.80
σrp = 1.0 33.3 6.40 0.52 0.44 0.07 0.93 0.80 0.80 0.80

Table 5.5: Value of Iprod and fractions of Iprod corresponding to the different contributions
to the current balance in Eq. (3.11). Values of ηu, ηcur and ηch.

Three different values σrp are considered for the sensitivity study: 0.1 (baseline case),
0.5 and 1. Over this range of values of σrp, all the main performance metrics exhibit
variations of just a 1 or 2% (see Tab. 5.5), and the 2D maps of the most relevant plasma
variables are barely affected. In Fig. 5.6, the profiles of the main plasma magnitudes at the
thruster walls are shown. The black line with square markers corresponds to the baseline
case, with σrp = 0.1 (see Fig. 5.5). The red and green lines correspond, respectively, to
the cases with σrp = 0.5 and 1. Figs. 5.6(a) and (b) evidence the increase in the sheath
potential fall, ∆φsh, at the thruster walls, as σrp is augmented. As the high energy tails of
the electron VDF are more replenished, the flux of electrons to the walls rises and ∆φsh

must increase to counteract this effect, and keep the electron current equal to the ion one.
Nevertheless, the change in φ is relative small, around 0.02Vd. As ∆φsh increases, so does
Ei,wall in Fig. 5.6(e). This variation is very slight and Ei,wall remains below the erosion
threshold for all cases. Unlike Ei,wall, Ee,wall decreases as σrp grows, as seen in Fig. 5.6(f)
following Te in Fig. 5.6(c). All the changes are, nevertheless, very slight, thanks to the
reduction of the plasma-wall interaction in MS thrusters [59].



102 Chapter 5. Analysis of a 20 kW-class Hall effect thruster

(a) (b)

(c) (d)

(e) (f)

Figure 5.6: Time-averaged 1D profiles along the thruster chamber walls for simulation
cases with σrp = 0.1 (black line with square markers), σrp = 0.5 (red line with triangle
markers) and σrp = 1.0 (green line with diamond markers). Coordinate s runs from the
inner chamfer end to the outer chamfer end. Magnitudes description as in Fig. 5.5.

Elastically reflected electrons

The yield for elastically reflected electrons, δr, is a function of the parameter Er at the
dielectric walls, according to Eq. (A.3). For a given Te, δr grows with Er. Two different
cases are simulated in this section: one with Er = 20 eV (baseline case in Sec. 5.3), and
another one with Er = 40 eV.

Fig. 5.7 shows the time-averaged 1D profiles of δr and Te along the thruster chamber
walls. The black line corresponds to the case with Er = 20 eV, and the red line to the
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(a) (b)

Figure 5.7: Time-averaged 1D profile along the thruster chamber walls for simulation
cases with Er = 20 eV (black line with square markers), Er = 40 eV (red line with
triangle markers). Coordinate s runs from the inner chamfer end to the outer chamfer
end. Profiles of (a) reflected electrons yield δr and (b) electron temperature Te.

one with Er = 40 eV. Since the electron temperature remains the same from one case
to the other, as seen in Fig. 5.7(b), δr increases with Er at the dielectric walls, in Fig.
5.7(a). Doubling the value of Er leads to a 15% increment in δr. Given the low energy of
electrons reaching the walls, this variation in δr does not have any significant effect in the
global energy balance and, thus, in the performance. This is again a consequence of the
MS topology.

5.4 Operation with krypton. Comparison with Xe

In this section, the simulation results for several operation points with krypton as
propellant are presented and analyzed, and compared to the xenon discharge. The same
simulation settings of Sec. 5.3 are considered, except for the propellant injection velocity,
which is modified according to the square root of the ratio of the Xe and Kr atomic
masses, assuming that the reservoir temperature is kept constant from case to case. The
turbulent parameters fitting is presented in Sec. 5.4.1. Then, Sec. 5.4.2 analyses the 2D
plasma maps of the discharge. Finally, global balances and efficiencies are introduced and
discussed, in Sec. 5.4.3.

Given the dissimilar atomic weights of the propellants [Ar(Xe) = 131.29u and Ar(Kr) =
83.80u], three different Xe-Kr comparison scenarios have been considered in the literature:
(i) with the same Vs and (similar) P ; (ii) with the same Vs and (similar) volumetric flow
rate, QA; and (iii) with the same Vs and ṁA. In first place, regarding the comparison
scenario with the same Vs and P , in Ref. [260] the authors have experimentally compared
Xe and Kr performance with the M3 magnetic configuration (shielded) of the HT5k-DM2
prototype (details about the HT5k-DM2 prototype can be found in Ref. [149]), keeping
P constant at 2.5 kW and 4.5 kW and Vs = 300 V. A study on the NASA-173Mv1 HET
(5kW thruster with conventional magnetic topology and a trim coil [261, 262]), has been
performed to compare Xe and Kr performance also with the same P [253]. The latter
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experiments have been carried out at operating voltages higher than nominal (700V, with
P = 6 and 8 kW), as Kr would be preferred over Xe in high Isp missions. Su et. al [256]
studies this comparison scenario with the high-power MS H9 thruster. In second place,
in Ref. [253], beyond the comparison at the same P , they have also compared Xe and Kr
cases with the same QA and Vs. The same approach has been followed with the 50kW-class
HET NASA-457M [263] and the NASA-400M [259], an improved version of NASA-475M
optimized for Kr operation. Finally, there is the comparison of Xe and Kr operation with
the same ṁA and Vs. This comparison scenario can be found, for instance, in Ref. [264].
In this experimental work, they test a conventional SPT-100 with both propellants over
an operational envelope ranging from 800 kW to 3.5kW.

The discussion that follows through the next sections is common to all the different Xe-
Kr comparison scenarios, although some particularities of each of them are also addressed.

5.4.1 Adjustment of turbulent profiles

The same fitting process described for Xe operation points is repeated here for Kr,
yielding the results shown in Tab. 5.6. The experimental values of fd for the three cases
are in the range of 13.2 to 14.1 kHz, while the simulated ones range from 9.9 to 13.5 kHz,
as seen in Tab. 5.6.

Case Vs ṁA (αt1, αt2) Id F fd ∆Id/Id

(V) (mg/s) (%) (A) (mN) (kHz) (%)

Kr1 300 20 (1.4, 4.0) 28.4 429 11.7 ±3.9
Kr2 300 25 (1.5, 6.0) 36.5 557 13.5 ±3.8
Kr3 400 20 (1.5, 5.0) 28.4 513 9.9 ±4.2

Table 5.6: Simulation results for the best fit of the turbulence parameters (4th column).
Simulated results for time-averaged Id and F (5th and 6th columns) are within a 5%
error of the experimental values, in Tab. 5.1. Frequency and relative half-amplitude of
oscillation of Id are listed in 7th and 8th columns.

In Tab. 5.6, Id and F exhibit the same trends observed in the Xe cases (see Tab.
5.2). The anomalous transport parameter in the plume, αt2, is clearly lower with Kr than
with Xe, for all cases at same Vs (i.e. cases with Vs = 300 V). Whether this behavior
is related or not to an underlying physical mechanism is beyond the scope of this study.
In spite of the differences, each of the anomalous transport coefficients, αt1 and αt2,
keep the same order of magnitude across discharges with Xe and Kr, and across different
prototypes too [HT20k vs. HT5k (see Tab. 3.3)]. This fact denotes certain robustness in
the phenomenological anomalous transport model.

5.4.2 Plasma discharge maps

Fig. 5.8 compares time-averaged axial profiles along the thruster chamber midline and
2D contour maps of the relevant plasma magnitudes of the operation points Xe3 (black
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Figure 5.8: Time-averaged 1D axial profiles along the thruster chamber midline (left
column) and 2D contour maps inside the thruster chamber (central column) and the
whole simulation domain (right column) of the operation points with Xe3 (black line)
and Kr2 (red line). Magnitudes of (a-c) nn, (d-f) ne, (g-i) φ, and (j-l) Te. Xe3 and Kr2
cases feature the same values of Vs and (similar) P .

line) and Kr2 (red line). These cases features the same value of Vs and (similar) P . The
comparison of any other two Xe and Kr cases is qualitative similar.

Fig. 5.8(a) shows that nn is larger in the plume with Kr. This may be attributed to
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Figure 5.9: Time-averaged 2D (z,r) contour maps for case Kr2. Magnitudes description as
in Fig. 5.3. The left column plots show magnitudes inside the thruster chamber, while the
right column plots correspond to the whole simulation domain. The centrally-mounted
cathode is indicated by the small black box close to the axis.

the larger volumetric flow rate and the lower ionization levels in the case Kr2. The latter
is evidenced by Fig. 5.8(d), with the case Xe3 exhibiting larger plasma density inside the
chamber. Also inside the chamber, the case Xe3 features higher nn close to the anode [see
Fig. 5.8(b)], because the Xe atoms move slower than the Kr ones. In Fig. 5.8(a), both
profiles feature a downstream increase of nn, which is due to the neutrals coming from
the cathode, as observed in Fig. 5.8(c), and already reported from Fig. 5.4. In the plume
region, ne is similar for both cases, with more significant differences in the lateral parts
of the plume, as seen in Fig. 5.8(f).

In Fig. 5.8(g), φ remains higher in the plume for the case Kr2, which can be attributed
to a smaller turbulent transport coefficient in the plume, αt2. The case Kr2 features a
higher coupling voltage, Vcc, which is defined as the voltage drop necessary to bring
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Case Vs ṁA Iprod Ii∞/Iprod IiD/Iprod IiA/Iprod ηu ηcur ηch

(V) (mg/s) (A)

Kr1 300 20 42.1 0.60 0.36 0.04 0.91 0.88 0.91
Kr2 300 25 53.9 0.60 0.36 0.04 0.92 0.89 0.88
Kr3 400 20 47.6 0.55 0.40 0.05 0.93 0.93 0.89

Table 5.7: Different contributions to the current balance in Eq. (3.11) and related partial
efficiencies, defined in Eq. (3.12).

electrons from the cathode to the HET plume, and therefore, is a loss mechanism [265].
Here, Vcc can be approximated as the downstream (rightmost) value of φ in Fig. 5.8(g),
yielding V Xe3

cc = 9.5 V and V Kr2
cc = 21.7 V. Fig. 5.8(h) shows that the gradients of φ within

the chamber are very small for both cases, as a result of the MS topology [153]. Also
due to MS, Te remains low close to the thruster chamber walls. Fig. 5.8(i) shows that
the acceleration region expands downstream when moving from Xe to Kr, as previously
observed experimentally [266].

The Te peak in Fig. 5.8(j) is lower in the Kr discharge, as experimentally observed in
Ref. [260]. In spite of having a smaller Te peak, in the Kr2 discharge electrons are able
to penetrate within the thruster chamber with larger thermal energy. This can be seen
in Fig. 5.8(k), where Te along the walls is higher for the case Kr2, decreasing slightly
the effectiveness of MS. This effect is also reported in Ref. [260], and is attributed to the
smaller collisional cross-section of Kr with respect to Xe for electron-neutral interactions.

Fig. 5.9 shows the 2D maps of the plasma currents and their corresponding stream-
lines, for the operation point Kr2. The main difference with respect to the Xe discharge
(see Fig. 5.3) is found in terms of ̃i inside the thruster chamber, in Fig. 5.9(a). In
the Kr discharge, the ion streamlines exhibit a more pronounced inclination towards the
chamber exit than in the Xe case, indicating that acceleration takes place deeper into the
chamber. This is in agreement with Andreussi et al. [260], which experimentally observes
a widening of the acceleration region when moving from Xe to Kr. In Figs. 5.9(d) and
(f), the current streamlines from the cathode are smoother than in the Xe discharge: in
spite of having lower anomalous transport in the plume, the Kr discharge has a larger
gradient ∂φ

∂1⊥
in the vicinity of the cathode injection surface, as observed in Fig. 5.8(i).

5.4.3 Global balances and efficiencies

In this section, the HT20k discharges with xenon and krypton are compared in terms of
their global current and power balances and partial efficiencies. Tabs. 5.7 and 5.8 contain
the terms of the current and power balances and their corresponding partial efficiencies,
for the simulated operation points with Kr. These data are compared with the ones in
Tabs. 5.3 and 5.4

Regarding the current balance terms in Tab. 5.7, the relative current losses to walls,
IiD/Iprod and IiA/Iprod, are smaller in average for Kr operation points than for Xe ones.
This may be a consequence of the ionization region extending further downstream with
Kr, as observed in Fig. 5.10. A widening of the ionization region with Kr has also been
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reported in previous experimental measurements of the HT5k discharge [260].

The mean value of ηcur for Xe and Kr at 300 V is, respectively, ηXe,300V
cur ≈ 0.81,

while ηKr,300V
cur ≈ 0.89. The better performance of Kr in terms of current efficiency in the

HT20k discharge, which is confirmed by experimental measurements by SITAEL, is not
observed in the discharge of the H9 thruster [256]. In fact, the H9 features smaller ηcur

with Kr than with Xe. On the other hand, Ref. [253] reports no significant differences
between propellants in terms of ηcur in the US NASA-173Mv2 discharge. These results
seem to indicate that the relation between ηcur and propellant type is somehow thruster-
dependent. The limited knowledge about turbulent transport in HETs impedes further
physical insights into this matter.

From Tabs. 5.6 and 5.7, the average ratio Iprod/Id at Vd= 300 V is calculated and found
smaller for Kr (≈ 1.48) than for Xe (≈ 1.66). This is partly due to the lower ionization
potential of Xe molecules [267], which results in a more efficient plasma production process
and, in turn, leads to a superior propellant utilization, ηu, as seen in Tab. 5.3. The
latter observation has been made on previous HET designs and across different operating
conditions [253, 256, 268, 269]. Although higher with Xe, the obtained ηu with Kr is
relatively high (∼ 0.92). This is not the case for conventional low-power HETs [270].
This can be attributed, in first place, to the relatively low surface-to-volume ratio [271],
S
V

, of the HT20k (< 1
2
( S
V

)SPT100), with the current density (Id vs. thruster area) being
kept within the typical range [0.10, 0.15] A/cm2 [3]. In second place, the increment in
Te along the thruster chamber midline, associated with MS topologies with respect to US
ones [146], can improve the poorer ionization performance of Kr. Unlike ηu, ηch is higher
with Kr as propellant: in average, ηXe

ch ≈ 0.83, while ηKr
ch ≈ 0.89. Previous works have

also reported the same behavior, which is attributed to the second ionization energy of
Kr being higher than the Xe one [253,256].

Tab. 5.8 contains the terms of the power balance and its related efficiencies for the
Kr operation points. The mean value for Pinel/P is approximately 9%. This results in
an effective single-ionization cost for Kr, estimated as Pinel/Iprod, equal to 18-19 eV. This
value is: i) higher than the first ionization energy of Kr by a 30% and ii) lower than

Figure 5.10: 1D axial profiles inside the thruster chamber of the non-dimensional (solid
line) ionization production term, ṅe/ṅe,max and (dashed line) axial electric field, Ez/Ez,max,
for cases Xe3 (black line) and Kr2 (red line)
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Case Vs ṁA P η Pinel/P PD/P PA/P P∞/P ηdiv ηdisp

(V) (mg/s) (kW) (= ηene)

Kr1 300 20 8.53 0.50 0.09 0.05 0.04 0.82 0.76 0.80
Kr2 300 25 10.94 0.52 0.09 0.05 0.04 0.82 0.78 0.82
Kr3 400 20 11.35 0.53 0.08 0.04 0.03 0.85 0.77 0.82

Table 5.8: Different contributions to the power balance in Eq. (3.13), and related partial
efficiencies, defined in Eqs. (3.14) and (3.15).

Pinel/Iprod for Xe by 4-5 eV. The latter result is in line with the superior ηch of Kr with
respect to Xe, which means reduced double-ion generation losses. Despite the noticeably
smaller values of IiD/Iprod and IiA/Iprod, Kr cases exhibit relative power losses to walls
similar (or higher) to the Xe ones, as observed in Tab. 5.8. This occurs because Kr
induces larger Te isolines near the thruster chamber walls [as explained for Fig. 5.8(k)]
and, as a result, power deposition per unit flux is increased.

In Tab. 5.8, the fraction of power delivered to the plume, ηene, is similar for both Xe
and Kr operation points with the same Vd: the higher ηcur of Kr cases is compensated
by their lower ηvol (ηvol ≡ ηene/ηcur). The lower voltage efficiency of Kr stems mainly
from the following causes: the wider overlap between the ionization and acceleration
regions, as observed in Fig. 5.10; and the larger coupling voltage, Vcc, (V Xe3

cc = 9.5
V < V Kr2

cc = 21.7 V), in Fig. 5.8(g). This is in agreement with Hargus et al. [272],
who observe that energy conversion in the US BHT-600 discharge is smaller with Kr
than with Xe. In Refs. [253, 256], instead, no significant difference in terms of ηvol is
found between both propellants. Regarding ηdiv, a comparison at similar discharge power
levels, ηXe3

div = 0.81 > ηKr2
div = 0.78, reveals a poorer performance of Kr in terms of beam

divergence, as observed in Ref. [253]. The same conclusion is reached from the comparison
at similar QA (Xe1 vs. Kr3), or same ṁA (Xe2 vs. Kr2). The lower ηdiv with Kr can be
partly attributed to the downstream widening of the ionization, as observed in Fig. 5.10,
and acceleration zones and the lower atomic weight of the propellant [260].

Figure 5.11: Normalized axial-flux VDF of singly-charged ions at the downstream bound-
ary of the channel midline for the cases Xe3 (black line) and Kr2 (red line)

The amount of velocity dispersion of the plasma species, quantified as ηdisp/ηu, is
practically the same for Xe and Kr operation points (∼ 0.88-0.89) . For a physical insight
into this result, the time-averaged axial flux-VDF, Fz, of singly-charged ions leaving the
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domain through the downstream boundary, as defined in Eq. 4.7 is analyzed. Fig. 5.11
shows Fz for singly-charged ions at the downstream boundary for the operation points
Xe3 (black line) and Kr2 (red line). Fig. 5.11 evidences that, for a given species, velocity
dispersion is larger with Kr, in line with the greater overlapping of the ionization and
acceleration zones in Fig. 5.10. Then, the fact that ηdisp/ηu remains similar with both
propellants may be attributed to the penalty for dispersion associated to the larger fraction
of doubly-charged ions in Xe discharges.

In terms of η, the efficiency gap between Xe and Kr is minimum when two cases with
the same Vs and ṁA are compared: ηXe2 - ηKr2 = 2%, from Tabs. 5.4 and 5.8. This
observation is in line with a previous experimental work on a SPT-100 [268], which shows
that performance with Kr can be close to that with Xe at similar Vs and ṁA. Moreover,
this comparison scenario is the only one in which the Kr discharge exhibits higher F than
the Xe one, with FKr2/FXe2 ≈ 1.13, as observed in Ref. [264]. This is a consequence of
the higher exhaust velocity of Kr and the similar ηu in both discharges. The largest thrust
efficiency gap between Xe and Kr is found when two cases with the same Vs and QA are
considered: ηXe3 - ηKr1 = 6%. This is, at the same time, the comparison scenario with
the largest difference in terms of anodic mass flow rate: ṁXe3

A - ṁKr1
A = 10 mg/s.

5.5 Plume effects

In this section, the simulation sensitivity to different plume-related parameters and
settings is evaluated. Sec. 5.5.1 studies the effect of the neutral gas injection through
the centrally-mounted cathode. In Sec. 5.5.2, CEX collisions are turned on to quantify
its impact on the performance and local plasma properties of the discharge. Sec. 5.5.3
analyzes the sensitivity of the simulation results to the downstream boundary conditions.
In Sec. 5.5.4, the effect of background pressure over the thruster discharge performance
and physics is assessed, using the injection of neutral macroparticles from the downstream
boundary.

5.5.1 Effects of cathode injection mass flow

In Fig. 5.12, time-averaged 1D profiles along the thruster channel midline of the main
plasma magnitudes are shown; with black lines with square markers corresponding to
the case Xe1 with neutral gas injection through the cathode, and red lines with circle
markers corresponding to the same case without cathode gas injection. In Fig. 5.12(b),
ne along the thruster channel midline is practically not affected by the cathode neutral
injection. On the other hand, Fig. 5.12(a) shows that the rise in nn downstream the
channel exit only takes place when cathode neutral injection is activated, because it is
caused by the neutrals coming from the cathode. A similar effect is found for pn in the
near plume, as seen in Fig. 5.12(e). In the case without cathode neutral injection, the
reduced electron Joule heating around the thruster chamber exit results in a lower Te

peak there, as seen in Fig. 5.12(c). Moreover, Fig. 5.12(d) shows that the case without
cathode neutral injection exhibits a lower potential fall, which implies a weaker coupling
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Figure 5.12: Time-averaged 1D axial profiles along the thruster chamber midline for cases
with cathode injection (black line with square markers) and without cathode injection
(red line with circle markers). Magnitude of (a) neutral density nn, (b) plasma density
ne, (c) electric potential φ, (d) electron temperature Te and (e) neutral pressure, pn.

between the cathode electrons and the ion beam. This leads to a 4% decrease in F with
respect to the case with neutral injection. A 2% decrease in Id is also found.

5.5.2 Effects of charge-exchange collisions

Fig. 5.13 shows time-averaged 1D axial profiles along the thruster chamber midline
of the relevant plasma magnitudes for case Xe1 without (solid line) and with (dashed
line) CEX collisions. Figs. 5.13(a), (b), and (d) reveal that the presence of CEX ions
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(a) (b)

(c) (d)

Figure 5.13: Time-averaged 1D axial profiles along the thruster channel midline for cases
without CEX (solid line) and with CEX (dashed line). (a) Neutral density nn, (b) plasma
density ne, (c) density of singly-charged ions, ni1, (black line with square markers), doubly-
charged ions, ni2, (red line with circle markers), singly-charged CEX ions, ni3, (green line
with down triangle markers), doubly-charged CEX ions, ni4, (blue line with up triangle
markers) and (d) electric potential φ.

in the discharge does not produce any noticeable change in the time-averaged plasma
properties along the thruster chamber midline. As a result, Id and F only vary a 1-2%
after the activation of CEX collisions in the simulations. Fig. 5.13(c) shows that, inside
the thruster chamber, the densities of singly and doubly-charged CEX ions (produced
from CEX collisions) can amount to a 20-30% of the corresponding singly and doubly
charged ion populations produced from ionization collisions. However, the effect in the
overall performance is small, because ions from ionization collisions have low velocities
inside the thruster chamber, and thus, they are kinetically indistinguishable from CEX
ions there.

Fig. 5.14(a) shows the time-averaged 2D contour of the density ratio of singly charged
CEX ions (“i3”) and singly charged ionization ions (“i1”). In the main plasma plume,
from the thruster chamber, the CEX ion density is below 15-20% of the ionization ion
density. The largest value of the fraction ni3/ni1 is found in each of the sides of the plume,
where nn is higher [see Fig. 5.14(b)]. Again in Fig. 5.14(a), near the symmetry axis, in
the region corresponding to the cathode plasma plume, ni1 and ni3 exhibit similar values,
and even ni3/ni1 is close to 1 near the cathode surface. The large fraction of CEX ions
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Figure 5.14: Time-averaged 2D maps of (a) ratio of ni3/ni1, (b) neutral density nn, (c)
production rate of singly-charge CEX ions, ṅi3, (d) in-plane current density of singly-
charged CEX ions, ̃i3, (e) ratio of i3 and the total in plane current density, i and (f)
electric potential, φ; for the case with CEX collisions.

near the symmetry axis stems from the combined contribution of the two main CEX ion
sources, observed in Fig. 5.14(c): the thruster chamber (including its near plume) and
the cathode plume region. The majority of CEX ions originated in the thruster chamber
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and the near plume, see Fig. 5.14(d), gain a significant amount of kinetic energy before
reaching the symmetry axis, while the CEX ions generated in the cathode plume are
barely accelerated. This is reason why the high CEX ion fraction near the symmetry axis
can be mainly attributed to CEX collisions in the cathode plume, whose low velocity ions
remain confined around the axis, due to the radial gradient of φ [see Fig. 5.14(f)].

In Fig. 5.14(d), the current of singly-charged CEX ions, j̃i3, to the inner pole and
cathode surfaces can be observed. The intensity of the flux of CEX ions to these surfaces
is higher near the symmetry axis. In this region, Fig. 5.14(e) shows that j̃i3 is the
dominant term in the total ion current, ̃i. This result may be particularly important
in what regards the erosion of the cathode keeper. To a lesser degree, in Fig. 5.14(e),
there exists a significant fraction of j̃i3 near the thruster chamber walls, due to the intense
CEX production there, as observed in Fig. 5.14(c). However, as indicated before, CEX
ions produced inside the chamber are roughly indistinguishable from ionization ions, from
a kinetic perspective. The ratio ̃i3/̃i is small in the rest of the simulation domain,
particularly in the core of the main plasma plume.

5.5.3 Far plume boundary conditions

In Fig. 5.15, the plume downstream boundary, P , is represented by the thick blue
line. The GDML approach, summarized in Sec. 5.2, is applied at the P boundary . The
three different simulation cases for the sensitivity analysis are defined in Tab. 5.9. The
case Xe1 is contained in the first row of Tab. 5.9. For this case, the electric potential at
infinity, φ∞ = φ∞,0 reaches a value of -2.8 V, such that the collected electric current at
infinity, I∞, is equal to 0 at any time instant. The second and third rows of Tab. 5.9
correspond to two simulation cases with, respectively, φ∞ = 1.2φ∞,0 and φ∞ = 0.8φ∞,0.
As φ∞ is set different to φ∞,0, a certain electric current I∞ is collected at the P boundary,
as schematically represented in Fig. 5.15.

Figure 5.15: Sketch representing the infinity-to-cathode bias φ∞ obtained through the
GDML condition.
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Case φ∞ (V) I∞ (A) I∞/Id (%) Id(A)

φ∞ = φ∞,0 -2.8 0.0 0.0 21.4

φ∞ = 1.2φ∞,0 -3.4 -1.16 -5.5 21.3

φ∞ = 0.8φ∞,0 -2.3 0.64 2.8 21.3

Table 5.9: Results for the simulation cases with different infinity-to-cathode potential
bias, φ∞. Values of the electric current collected at P boundary, I∞; fraction of electric
current collected vs. discharge current, Id; and Id

It must be noted that, with this simulation setup, I∞ does not necessarily correspond
to the so-called stray currents [158, 273], which are present in the discharge of HETs
in direct-drive configuration. The main goal with this study is not the characterization
of stray currents, but the assessment of the performance of the GDML approach for the
downstream boundary conditions. This implies evaluating the sensitivity of the simulation
results to variations in the parameter φ∞.

In Tab. 5.9, the time-averaged Id does not significantly change (∆Id ∼1%) when ∆φ∞
= ± 0.2 φ∞,0. For these cases, the current flowing between the P boundary and the cath-
ode is I∞ ∼5-6%Id. Positive and negative contributions to I∞ correspond, respectively,
to electron and ion fluxes. Since Id is barely sensitive to variations in φ∞, it can be stated
that the anode-to-cathode plasma bridge is not significantly affected by the conditions
at the P boundary . Notice that, while ∆I∞ ≈ 1 A, the change in Id is not larger than
0.1 A. This occurs because the energy spent in bringing electrons from the cathode to
the P boundary is relative small (electric resistance is low because electrons do not have
to cross B lines), compared to the cost of moving electrons from the cathode to the an-
ode. Regarding the time-averaged 2D plasma maps of the discharge, they do not exhibit
noticeable changes from case to case.

Fig. 5.16 shows the main plasma magnitudes along the P boundary for the simulation
cases contained in Tab. 5.9. The coordinate s runs along the entire extension of the
P boundary, from the leftmost corner of the lateral P boundary to the bottom corner
of the downstream P boundary, and then to the other side of the symmetry axis at
s = 0 (not simulated). The separation between the lateral and the vertical P boundary is
indicated by black dashed lines in Fig. 5.16. The variations in the profile of φ, observed in
Fig. 5.16(a), are orders of magnitudes smaller than the average downstream ion energy.
Therefore, the ion acceleration process is not sensitive to variations in φ∞. In Fig. 5.16(b),
the Te profile also presents negligible changes as φ∞ is modified. The comparison between
Fig. 5.16(c) and Fig. 5.16(d) reveals that, while jni is barely affected by φ∞, jne is
controlled by the P -to-infinity electric potential drop. In particular, the smaller the value
of φ∞, the lower the amount of electrons collected at infinity per unit time (i.e., the lower
jne). The surface integral over P of the profiles in Fig. 5.16(e) yields I∞ in Tab. 5.9.

The profile of jni in the three simulation cases, in Fig. 5.16(c), exhibits a sudden
depression at the symmetry axis, which is also observed in the near plume of the discharge
of other HETs [258,274]. This double peak structure in the jni profile is the consequence of
the HET being a double ion source, from a purely radial perspective, around the symmetry
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Figure 5.16: Time-averaged 1D axial profiles along P for φ∞ = φ∞,0 (black line with
square markers), φ∞ = 1.2φ∞,0 (red line with triangle markers) and φ∞ = 0.8φ∞,0 (green
line with diamond markers). The coordinate s runs from the leftmost corner of P to the
bottom corner of P . The vertical dashed line indicates the separation between lateral and
vertical downstream plume boundaries. Profiles of (a) electric potential, φ, (b) electron
temperature, Te (c) normal ion current, jni, (d) normal electron current, jne, and (e)
normal electric current, jn.

axis. Also in Fig. 5.16(c), there is a jump in jni at the separation line of the lateral and
vertical boundaries, because ̃i is mostly axial there.
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5.5.4 Background pressure effects

BP within vacuum chambers is well known for affecting the on-ground performance
characterization of HET prototypes, increasing both Id and F , with respect to the in-space
HET operation [275–277]. This has been typically associated to background neutrals in-
gestion by the thruster chamber, which would act as an additional effective input mass
flow rate [278, 279]. However, this effect cannot completely explain the change in per-
formance [280]. Therefore, other mechanisms have been recently investigated, such as:
changes in the coupling voltage [281–283], or in the acceleration region of the plasma dis-
charge [284]. The complexity of the problem requires numerical simulations to understand
the physics of BP and quantify its impact on performance.

Case Vs ṁA (αt1, αt2) Id F fd ∆Id/Id Ii∞ P η ηene ηdiv ηdisp

(V) (mg/s) (%) (A) (mN) (kHz) (%) (A) (kW) (-) (-) (-) (-)

Xe1 Low BP 300 20 (1.3, 12.0) 21.4 381 13.6 ± 2.9 17.3 6.38 0.52 0.80 0.78 0.83

Xe1 High BP 300 20 (1.2, 12.0) 22.2 403 15.1 ± 2.1 18.9 6.67 0.57 0.77 0.83 0.89

Xe5 Low BP 500 30 (1.1, 7.0) 31.8 768 14.4 ± 2.1 27.7 15.91 0.57 0.86 0.78 0.86

Xe5 High BP 500 30 (1.1, 7.0) 32.7 804 15.5 ± 2.8 30.3 16.35 0.61 0.82 0.82 0.91

Table 5.10: Cases with low and high background pressure. Simulated results for time-
averaged Id and F (4th and 5th columns). Frequency and relative half-amplitude of
oscillation of Id are listed in 6th and 7th columns. The values of the total power, P , and
the thrust efficiency, η, are in the 8th and 9th columns.

(a) (b)

Figure 5.17: Time-averaged 1D axial profiles along the thruster chamber midline of the
operation points Xe1 (solid line) and Xe5 (dashed line) with low BP (black lines) and
high BP (red lines). Magnitudes of (a) neutral pressure pn and (b) neutral density nn.

In the present numerical study, two different operation points are considered with Xe
as propellant, at low and high Vs. These cases are Xe1 Low BP and Xe5 Low BP. The
other cases, in rows 2 and 4 of Tab. 5.10, are denoted as “High BP” cases. For each of
the High BP cases, a mass flow of neutrals, ṁback, is injected through the downstream
plume boundary with a temperature, Tback, equal to the standard ambient temperature
(25 oC). This input mass flow is augmented until an increase in Id or F of around a
5% (the repeatability of the experimental measurements) is observed with respect to the
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(a) (b)

Figure 5.18: (a) Time evolution of Id and (b) Id normalized amplitude for operation points
Xe1 (solid line) and Xe5 (dashed line) with low BP (black line) and high BP (red line).

corresponding Low BP case. This approach permits a qualitative analysis of some of the
physical mechanisms by which BP impacts performance measurements in on-ground HET
testing.

Fig. 5.17 shows the time-averaged 1D axial profiles along the thruster chamber midline
of the neutral pressure, pn, and nn. The resultant profiles indicate that the influence of
BP is small within the thruster chamber, where pn and nn are relatively high. However,
downstream the chamber exit, where the neutral gas from the anode has been ionized and
is accelerating and expanding, background neutrals are non-negligible and can modify the
local plasma properties and the thruster performance.

Fig. 5.18 features the time evolution and FFT of Id for the cases without (black
line) and with injection (red line) of background neutrals. In Fig. 5.18(a), the increase
in Id due to BP is observed. Moreover, the value of fd also grows with BP, as seen in
Fig. 5.18(b). The latter result has been reported previously from experimental studies
of different thrusters operated at 300 V [277, 285]. The proposed explanation for this
trend is that background neutrals would accelerate the replenishment of the ionization
region, but this requires that background neutral density is important within the chamber,
which is not observed in Fig. 5.17. In Fig. 5.18(a), the amplitude of the Id oscillations
remain constant from low to high BP, which does not agree with previous experimental
works [277,285], where they observe that ∆Id grows with BP. This disagreement may be
explained by the fact that BP can affect the anomalous transport [285], and this is not
considered in the present simulations.

Fig. 5.19 shows the time-averaged 1D axial profiles along the thruster chamber midline
of ne, φ and Te. In Fig. 5.19(a), ne is higher at z > 2Lc for the high BP cases. And
there is also a slight increment of ne within the chamber, indicating extra ionization at
higher BP, which may be linked to the increase in Te in Fig. 5.19(c). In Figs. 5.19(b)
and (c), the profiles of φ and Te in the acceleration region are compressed towards the
interior of thruster chamber when BP is increased. This can be associated to a change
in the electron mobility caused by the increase of the electron-neutral collision frequency,
which, in Ref. [285], is mostly attributed to changes in the anomalous collision frequency,
while here is only due to classical collision mechanisms. Figs. 5.19(b) shows that the
final potential of the plume, taken as an estimation of Vcc, is almost the same with
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(a) (b)

(c)

Figure 5.19: Time-averaged 1D axial profiles along the thruster chamber midline of the
operation points Xe1 (solid line) and Xe5 (dashed line) with low BP (black line) and
high BP (red line). Magnitudes of (a) plasma density ne, (b) electric potential φ, and (c)
electron temperature Te.

low and high BP. Yet, a change in Vcc due to BP has been observed experimentally in
previous works [283, 286]. Although these changes are typically of the order of units of
volts and may not even impact significantly the downstream kinetic energy of ions [287],
the numerical modelling of this aspect would require to account for the dependence of
anomalous transport on BP [265,282,283].

The erosion of the inner pole region is a topic of concern in MS HETs and has been
subject of recent numerical 2D simulations [236]. Although the erosion rate of the inner
pole walls has been reported to be orders of magnitude smaller than the usual one of
the channel walls of a conventional HET, it is dominant in a MS HET [288]. Fig. 5.20
shows the profiles along the inner pole of the plasma variables relevant for erosion, for the
case Xe1 at low (in black) and high (in red) BP, without (solid line) and with (dashed
line) CEX collisions. The variable s runs, in this case, from the thruster symmetry axis
(r = 0) upwards, along the whole inner pole surface. Two different aspects of Fig. 5.20 are
analysed: on the one hand, the potential impact on erosion of the profiles of the plotted
magnitudes; on the other hand, the influence of BP and CEX ions on the profiles.

Regarding the first aspect, in Fig. 5.20(a), at s/Hc ≈ 2.0, there is a large negative
value of φQ, caused by the small local ne. As a result, ions can be strongly accelerated
from the plume to impact the pole and cause erosion there. This potentially negative
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effect is aggravated by the large local ∆φsh (around 40 V in Fig. 5.20(b)) due to the high
electron temperature in Fig. 5.20(c). All this results in a maximum impact kinetic energy
of the ions, Ei,wall, of around 200 V at s/Hc ≈ 2.0. Yet, there are few ions that reach that

(a) (b)

(c) (d)

(e) (f)

Figure 5.20: Time-averaged 1D profiles along the thruster inner pole for the case Xe1
at low (in black) and high (in red) BP, without (solid line) and with (dashed line) CEX
collisions. Coordinate s runs along the inner pole of the thruster, starting from the
cathode position (r = 0). Profiles of (a) electric potential at the sheath edge, φQ; (b)
potential fall across the sheath edge, ∆φsh; (c) electron temperature at the sheath edge,
Te; (d) ion current normal to the walls, jni ; (e) ion wall-impact energy, Ei,wall; and (f)
electron wall-impact energy, Ee,wall.
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Figure 5.21: Time-averaged 2D contour plot of φ for the cases Xe1 with low BP (in
black) and high BP (in red) without CEX collisions.

zone, not even CEX, as evidenced by Fig. 5.20(d), where jni is two orders of magnitudes
smaller than at the cathode, where the current is maximum but Ei,wall has its lowest value
(around 10 eV).

The influence of CEX collisions (at low and high BP) is, in general, negligible. Yet,
Fig. 5.20(d) shows that, near the cathode (around s/Hc = 0), jni grows when CEX
collisions are included. This increase in jni may be due to the CEX ions coming from
the sides of the plume, as observed in Fig. 5.14(d). The effect of BP over the plasma
profiles along the inner pole is more significant. As seen in Fig. 5.20(e), Ei,wall noticeably
decreases at high BP for s/Hc > 0.5. This behavior can be partially attributed to the
lower Te at high BP observed in Fig. 5.20(c). Another reason for the decrease of Ei,wall

at high BP can be found in Fig. 5.21. There, the high BP isolines (in red) feature lower
values of φ than the ones for low BP (in black) at the same axial and radial position in
the near plume. Therefore, the ions generated in the plume, which can impact with the
wall, have lower potential energy in the high BP case. In Fig. 5.20(d), jni is also found
to decrease with higher BP, mainly for s/Hc < 1.5. This can be due to the compression
of the acceleration region, observed in Fig. 5.19(b) and Fig. 5.21, which decreases the
plume divergence (compare ηdiv from the first and second rows of Tab. 5.10) and therefore
reduces the ion fluxes to the inner pole. Fig. 5.20(f) shows that Ee,wall is only slightly
affected by BP and CEX collisions. For all the operation points, Ee,wall features relative
high values from s/Hc = 1.5 to s/Hc = 2.0. The reason for this is the high Te and δs (see
Eq. A.5), which is around 0.7-0.8, on that segment of the wall.

5.6 Conclusions

HYPHEN numerical simulations of SITAEL’s HT20k prototype with MS topology and
a central cathode for several operation points with xenon and krypton as propellant have
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been presented in this chapter.

The electron turbulent transport model has been fitted to satisfactorily match the ex-
perimental data, (Id, F ), for each of the operation points. The breathing mode frequency
is approximately reproduced by the simulations, while the output oscillation amplitude
is far from the experimental one at high voltages. HT5k and HT20k discharges with
Xe have similar efficiencies and global balances, due to their similar magnetic topologies.
The main difference between both thrusters is that the HT5k exhibits a larger current
fraction to the anode, because ionization takes place deeper into the chamber. Both
xenon and krypton discharges exhibit similar behaviors with Vs and ṁA. For a higher
Vs, the propellant utilization efficiency, the current efficiency and the energy efficiency
are found to increase. For both propellants and all the operation points, the magnetic
shielding remains effective, achieving low ion impact energies and reduced energy losses
to the thruster walls.

Regarding the Xe-Kr comparison, Kr features a thrust efficiency comparable to the
one obtained with Xe. This is partially due to the improved utilization efficiency of Kr in
high power HETs. In any case, the propellant utilization is still worse with Kr than with
Xe. There exits a widening towards the plume of the ionization and acceleration in the Kr
cases, as compared to Xe ones. Thus, Kr operation points exhibit higher divergence and
species-wise velocity dispersion at the downstream boundary. While the Kr discharges
have higher current and charge efficiencies, they have worse voltage utilization, being the
latter associated with a worse cathode-plume coupling. Most of the numerical results
are in good agreement with previous experimental observations on other conventional or
magnetically shieleded HETs, but some of them seem to be thruster dependent.

Sensitivity analyses of relevant plasma-wall related parameters have shown their lim-
ited influence on the plasma discharge and thruster performance, due to the magnetic
shielding topology. The injection of neutrals through the cathode has been shown to
improve the cathode-beam coupling in the near plume and to yield a higher thrust. Al-
though CEX ions do not affect significantly the performance of the HT20k, they can be
dominant in localized regions of the discharge. Inside the thruster chamber, their den-
sity is comparable to that of ions from ionization. Nevertheless, both ion populations
are rather indistinguishable from a kinetic point of view in that region. The ion current
density in the symmetry axis and, particularly, towards the central cathode is dominated
by CEX ions, which can increase the erosion of this device. In the rest of the domain, the
CEX ion current is, at least, one order of magnitude smaller than the total ion current.

A sensitivity analysis of the GDML model for the downstream plume boundary condi-
tion has been carried out. The infinity-to-cathode bias, φ∞, has been varied around φ∞,0,
which is the value at which no current is collected at infinity: I∞ = 0. The main result
of the analysis is that Id is barely affected by variations of φ∞. The effect of background
pressure has been studied by injecting an increasing mass flow of neutrals through the
downstream plume boundaries until a noticeable effect on performances is observed in
the simulations. Although the relative density of background neutrals is small within
the thruster chamber, they can dominate in the acceleration region, modifying the local
plasma properties. Therefore, the acceleration region is found to be compressed when the
background pressure increases. This compression of the acceleration region is only due to
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changes in the classical electron-neutral collisionality, because the present simulations do
not account for changes in anomalous transport with background pressure. The need for
a model that relates anomalous transport and background pressure has been identified,
but such model does not exist yet

The study of the plasma properties at the inner pole surface has revealed a high ion
impact energy along this wall (mainly close to the thruster chamber exit), due to the
combined effect of the local plasma potential and the electron temperature. Nevertheless,
the total ion current reaching this surface is very small, and it is not significantly affected
by the presence of CEX ions (with the exception of the region around the cathode). An
increase in the background pressure is found to reduce the ion impact energy on the inner
pole walls. Moreover, the ion current to this wall is also reduced due to compression of
the acceleration region, which decreases the beam divergence.





Chapter 6

WET-HET thruster modeling

This Chapter describes the work developed during the three month-long research stay
of the PhD candidate at the Imperial Plasma Propulsion Laboratory (IPPL), Imperial
College London (ICL), under the supervision of Prof. Aaron Knoll, and in collaboration
with Jesús Manuel Muñoz Tejeda (PhD student). The contents of this Chapter are part
of a journal article under preparation, which is devoted to the numerical analysis of the
water-fuelled WET-HET discharge

This Chapter is devoted to the numerical study of the discharge of the IPPL WET-
HET thruster. This Hall effect thruster is designed to operate with (i) water vapour
through the anode and any other propellant through the cathode, or (ii) water elec-
trolysis products, injecting molecular oxygen through the anode and hydrogen through
the cathode. The axial-radial version of the IPPL in-house full-PIC code PlasmaSim is
upgraded and used for the numerical analysis of the WET-HET operation.

The present Chapter is organized as follows. Section 6.1 briefly describes the code
PlasmaSim from IPPL. Section 6.2 explains the main changes implemented in PlasmaSim
for a more faithful modelling of the WET-HET discharge. Section 6.3 contains some
simulation results of the WET-HET discharge and their discussion. Finally, in Section
6.4, the main conclusions of the numerical study are presented.

6.1 PlasmaSim code

PlasmaSim is a quasi-2D electrostatic full-PIC code for the numerical simulation of
HETs [67]. The main simulation loop of PlasmaSim is represented in Fig. 6.1. During
the execution of the code, the loop is repeated over and over until the actual simulation
time reaches the maximum simulation time imposed by the user.

Starting the loop from its top part, the mesh size and time step are automatically
updated by PlasmaSim, considering the current plasma properties within the simulation
domain, which have been weighted to the computational cells. Then, Poisson’s equation
is solved and the electric field is computed, which is subsequently, interpolated from the
cells centers to the macroparticles position (together with the magnetic field). After
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Figure 6.1: Main loop of a PlasmaSim simulation step

this, on the left-hand side of the loop, the particle-wise subroutines start. In first place,
particles are moved under the influence of the electric and magnetic fields. Then, if the
surface crossing of a macroparticle is detected, the particle-wall interaction subroutine
operates on the macroparticle, applying to it the corresponding boundary condition. And
finally, collision and ionization events are evaluated and the corresponding particles are
created, removed or modified. The simulation cycle starts again with the weighting of the
macroparticles properties, for a new update of ∆t and ∆x.

The most relevant PlasmaSim subroutines and algorithms within the main simula-
tion loop are briefly described here. Detailed information about them can be found in
Ref. [67]. PlasmaSim tracks the particles in a 3D volume, with the shape of a rectangular
parallepiped. However, only in the axial and radial directions Poisson’s equation is solved
and so only in these two directions the electric field is defined. PlasmaSim uses adaptive
time and spatial steps to ensure the fulfillment of the numerical constraints associated to
the time and spatial resolution in plasma simulations and to ensure convergence [67]. The
particle pusher subroutine is in charge of the motion of neutrals and charged macropar-
ticles. Neutrals follow a ballistic trajectory until a collision with another macroparticle
or an interaction with any surface takes place. The kinematic state of charged particles
is updated under the effect of Lorentz’s force. E is consistently computed every time
step, while B is kept constant along the simulation time, since the self-induced mag-
netic field is negligible. Boris pusher is the algorithm used to integrate the trajectory
of macroparticles [289]. This method has been successfully used in other works in the
literature [67].

Fig. 6.2 shows an axial-radial section of the PlasmaSim simuation domain. This
includes the anode and cathode boundaries, the outer and inner walls of the thruster
chamber and the lateral and vertical free loss surfaces, past the channel exit plane (in-
dicated with a black dashed line). The information concerning the particle-boundary
interaction in PlasmaSim is gathered in Tab. 6.1. At the anode, electrons are collected,
while ions are recombined into neutrals and neutrals are simply reflected. At the cath-
ode boundary, all types of macroparticles are removed as in the rest of free loss surfaces.
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At the same time, through the cathode, an uniformly distributed electron current equal
to the net collected current at the anode is injected (recirculation condition). There,
electrons are injected following a semi-Maxwellian distribution with the user-defined tem-
perature. At the lateral dielectric walls of the thruster chamber, macroparticles undergo

Anode

Outer wall

Inner wall

Cathode

Exit plane

Free Loss

x

y

z

Figure 6.2: Schematic representation of the different types of boundaries in a PlasmaSim
simulation.

the same type of interaction as on the anode wall. Finally, the boundaries perpendicu-
lar to the azimuthal direction feature periodic boundary conditions. This implies that
any macroparticle crossing one of these two boundaries is reinjected through the other
conserving its velocity vector.

Location Electrons Ions Neutrals

Anode Removed Recombined Reflected
Cathode/
Free loss

Recirculation/
removed

Removed Removed

Lateral
free loss

Removed Removed Removed

Dielectric
Walls

Removed Recombined Reflected

Azimuthal
direction

Periodic Periodic Periodic

Table 6.1: PlasmaSim boundary conditions

PlasmaSim includes electron-neutral and electron-ion ionization collisions as well as
elastic collisions of the type electron-neutral, ion-neutral and neutral-neutral; all this
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for Xe as propellant. All the collision types in PlasmaSim are modelled by using the
Monte Carlo Collisions (MCC) approach [290]. For an ionization collision type, the ion
macroparticle conserves the velocity vector of the ionized neutral macroparticle, whose
size is reduced an amount equal to the size of the input electron. The output electron
macroparticle, instead, is created with a velocity that follows a 3D Maxwellian distribution
at a fixed temperature set by the user. This is done to stabilize the plasma discharge.

Poisson solver and electric field subroutine

The most distinctive feature of PlasmaSim is its novel approach for the solution of
the electric potential. The quasi-2D method for the solution of the electric potential, φ,
permits reducing the dimensionality of Poisson’s equation, by partially decoupling the
different dimensions. The main computational advantages of this approach over standard
full PIC codes are: (a) the savings in terms of computational time in the solution of
Poisson’s equation due to the dimensionality reduction and (b) the relaxation of the
constraint in the number of particles per cell, since the dimensionality reduction implies
the integration of the charge density, ρ, along the different sections perpendicular to each
of the dimensions. This last aspect will be clarified later.

The quasi-2D approach of PlasmaSim assumes a certain form of the electric potential,
of the following type:

φ = φ1(x) + φ2(y) (6.1)

where φ1 is only a function of x and φ2 is only a function of y. This is a strong assumption
whose accuracy may be limited in certain scenarios. Nevertheless, the formulation in Eq.
6.1 is the simplest form of the quasi-2D approach: the simulation domain can be divided
axially (and/or radially) in subdomains, Ωi, for which there exist different φi2(y) (and/or
φi1(x)). This is at the cost of losing a fraction of the computational speedup, but it has
been shown that the quasi-2D method approaches the exact 2D solution as the number
of subdomains grows [118]. The single-subdomain formulation from Eq. 6.1 is the one
considered here.

The application of the Laplacian operator to Eq. 6.1 yields the following expression:

∇φ(x, y) =
∂2φ1(x)

∂x2
+
∂2φ2(y)

∂y2
(6.2)

Next, the quasi-2D approach states that the second order derivative of both φ1 and φ2

has the following form:

∂2φ1(x)

∂x2
= −cxρ

x(x)

ε0

;
∂2φ2(y)

∂y2
= −cy ρ

y(y)

ε0

; (6.3)

where

ρx(x) =
1

Ly

∫ Ly

0

ρ(x, y)dy; ρy(y) =
1

Lx

∫ Lx

0

ρ(x, y)dx; (6.4)

and with c1 and c2 being non-dimensional weighting parameters whose sum must be
equal to 1: in PlasmaSim, c1 = ∆x

∆x+∆y
and c2 = ∆y

∆x+∆y
. The sensitivity of the simulation
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results to these weighting coefficients is studied in Ref. [116]. The boundary conditions
for Eq. 6.3 are: (a) Dirichlet for both x = 0 and x = Lx, and (b) symmetric boundary
conditions for y = 0 and y = Ly. A direct solver for tridiagonal matrices from the
LAPACK library [291] is used for the coefficient matrix inversion.

The calculation of the electric field, E(x, y), is carried out every time step. The
gradient of φ, taken from Eq. 6.1, is computed numerically with a centered-difference
discretization scheme.

6.2 PlasmaSim upgrade

This section describes the main upgrades made to PlasmaSim in the framework of the
research stay at ICL. These include: the parallelization of the code, the improvement of the
boundary conditions, the implementation of a new version of the quasi-2D formulation and
the addition of water as a new propellant to the code. The purpose of these developments
is to enable the modelling of the WET-HET discharge with water vapour and water
electrolysis products as propellants.

Parallelization

Although the quasi-2D formulation leads to a significant reduction of the computa-
tional cost, as explained in Sec. 6.1, the parallelization of PlasmaSim has been deemed
necessary to deal with plasma discharges with molecular propellants. These are charac-
terized by the large number of species involved and the numerous types of collisions and
reactions that must be modelled. This imposes a significant penalty to full-PIC codes in
terms of computational cost.

The parallelization process of PlasmaSim has followed two different complementary
paths. On one side, specific libraries and functionalities of Unreal Engine (UE) for mul-
tithreading have been used. On the other side, in order to overcome some limitations of
UE for massive parallelization, the UE interface (for the simulation set-up and main loop)
is substituted by new C++ subroutines and OpenMP [292] is implimented.

The first path consists on the usage of existing UE classes for multithreading, since
external libraries for parallelization, like OpenMP, are found to be incompatible with UE.
There exist several UE-specific classes and templates commonly used for tasks distribu-
tion among threads. In all the approaches, two qualitatively different threads can be
distinguished: the main thread and the worker threads. The main thread triggers and
controls the execution of the worker threads. Within a parallel loop, the main thread acts
as another worker thread.

• Runnable threads: in this approach, a worker thread is an instance of the class
called FRunnableThread, for a particular object of the FRunnable class. The main
advantage of this method is its relatively simple implementation. The main draw-
back is the automatic destruction of the worker thread objects upon the realization
of its parallel task. This can cause an overhead problem associated with the con-
tinuous creation and destruction of threads, unless the predefined parallel tasks are
relatively long.
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• Queued pool threads: a FQueuedThread class can be instantiated into a pool
of threads, to which tasks are assigned using the method AddQueuedWork. This
approach does not have an overhead problem, because worker threads exist inde-
pendently of the task assignment. However, some control over threads and task
assignment is lost. But its main drawback is the lack of specific functionalities for
shared memory access.

• ParallelFor: ParallelFor is a function that mimics a for loop, and permits the
execution in parallel of a given number of statements. It works similarly to OpenMP.
It includes the possibility of using FCriticalSection to prevent the simultaneous
update of a certain memory location by different worker threads. The only drawback
is the loss of control over threads management, which is controlled by UE.

The ParallelFor approach has been the one implemented in PlasmaSim, given its
numerous advantages and the fact that is programatically more natural than the other
possibilities. The computational gain achieved consists, for a typical simulation scenario,
on more than a 60% reduction of the computational time in a laptop with 4 cores. How-
ever, any further improvements are limited by the incompatibility of PlasmaSim with the
high performance computers of ICL. This, in turn, limits the number of accessible cores
for simulation and is the main reason to pursue a second parallelization strategy.

The second path implies the translation into C++ of the UE interface for the simulation
set-up and main loop, to enable the access to the resources of high performance computers.
To that end, a PlasmaSim.cpp file has been created for: (a) the reading of the user’s inputs,
(b) the set-up of the simulation and (c) the control of the main loop of PlasmaSim. The
user’s inputs are contained in a new file called set inp.txt. OpenMP directives are mainly
implemented on the particle-wise subroutines, where parallelization can be leveraged. The
simulation results in Sec. 6.3 are obtained with this version, without the UE interface.

Improvement of boundary conditions

Two of the boundary conditions for electron macroparticles, contained in Tab. 6.1,
have been significantly modified, for an improved modelling of the WET-HET discharge.
These are the cathode recirculation condition and the dielectric removal condition.

In first place, the cathode recirculation condition has been observed to lead to the
formation of an artificial sheath along the Cathode/Free loss surface, in line with previous
numerical simulations with similar scenarios [168]. To prevent the formation of an artificial
non-neutral region, the quasineutrality condition (QNC) has been proposed [118]. This
condition consists on the injection, through the cathode boundary, of a variable electron
current to compensate at every time step the positive charge accumulated in the cells
adjacent to the cathode surface. This input electron flux is uniformly distributed in space.
The velocity of injection follows a semi-Maxwellian distribution with a temperature set
by the user.

In second place, the removal condition for electrons at the dielectric walls (see Tab.
6.1) is substituted by two different models of SEE. They are implemented as in Ref. [86]:
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• Constant SEE model: when an electron macroparticle crosses a dielectric sur-
face, the possibility of an elastic reflection is evaluated in first instance. A random
number, R, is generated and compared to δr, which is the elastic reflection yield
and has a constant value defined by the user, such that 0 < δr < 1. If R < δr, the
macroparticle is elastically reflected. If not, the evaluation of the possibility of SEE
takes place. This process is analogous to the elastic reflection one. The constant
SEE yield, δSEE, is also set by the user. The SEE emission is performed with an
electron temperature of 1 eV [86]. In case the SEE does not occur, the electron
macroparticle is simply removed.

• Linear SEE model: the first stage of this model consists again on the evaluation
of the possibility of elastic reflection. This is done in the same way as in the constant
SEE model. Now, δSEE is not constant anymore, but a function of the energy per
incident electron [202]:

δSEE(Ee,wall) = max

[
δ0 +

Ee,wall

E∗e
(1− δ0), δmax

]
(6.5)

where E∗e is the crossover energy, δ0 the probability of attachment and δmax the
maximum SEE yield. The value of these constants depend on the type of material
of the thruster dielectric walls. For Boron-Nitride ceramic walls, as is the case of the
WET-HET: E∗e = 35.04 eV, δ0 = 0.578, and δmax = 2.9 [293,294]. In case δSEE > 1.0,
a SEE electron macroparticle is injected, and then δSEE = δSEE − 1.0. The same
process is repeated until δSEE becomes smaller than 1.0. Then, the SEE injection
probablity is evaluated as usual. The injection temperature of SEE electrons is
again 1eV.

Enabling anomalous collisionality

The possibility of considering anomalous collisionality in a PlasmaSim simulation has
been added. This extra anomalous collisionality, associated to azimuthal-wise fluctuations
and affecting only electron macroparticles, is modeled as in Ref. [295]. The anomalous
collisional frequency is defined, in this case, as:

νt = k
ωce

16
(6.6)

where the value of the parameter k must be set by the user, informed by experimental data.
If an electron experiences a collision of this type in the code, the macroparticle undergoes
an elastic isotropic-like scattering. The present model does not consider anisotropy in the
anomalous scattering, which have been studied in previous works [161].

Implementation of updated quasi-2D formulation

The updated version of the quasi-2D formulation has been implemented in PlasmaSim.
This new formulation has been introduced in Ref. [118]. Starting from the separation of
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φ into the sum of φ1(x) and φ2(y), in Eq. 6.1, Poisson equation can be written as:

∂2φ1(x)

∂x2
+
∂2φ2(y)

∂y2
= −ρ(x, y)

ε0

. (6.7)

Now, the integration of Eq. 6.7 along each of the directions results in two 1D ordinary
differential equations:

d2φ1(x)

dx2
Ly +

dφ2(y)

dy

∣∣∣∣
Ly

− dφ2(y)

dy

∣∣∣∣
0

= − 1

ε0

ρx(x) (6.8)

d2φ2(y)

dy2
Lx +

dφ1(x)

dx

∣∣∣∣
Lx

− dφ1(x)

dx

∣∣∣∣
0

= − 1

ε0

ρy(y) (6.9)

with

ρx(x) =
1

Ly

∫ Ly

0

ρ(x, y)dy ρy(y) =
1

Lx

∫ Lx

0

ρ(x, y)dx. (6.10)

The boundary conditions for Eqs. 6.9 and 6.10 are the same as in the old formulation,
in Sec. 6.1. It must be noted that now Eqs. 6.9 and 6.10 are coupled through the first
order derivatives (which are discretized with forward and backward 1st order differences)
at the boundaries. Therefore, they must be solved together and the matrix of coefficients
to be numerically inverted has a size of Ncell + Ncell. The order of the problem is still
significantly reduced compared to a full 2D model (N2

cell). The matrix of coefficients is
stored as a sparse matrix and inverted using the Eigen libraries for linear algebra [296].
In previous works, Eqs. 6.9 and 6.10 have been decoupled by moving the first order
derivatives to the RHS, obtaining their values from the previous time step [118].

Implementation of water propellant

The addition to PlasmaSim of O2 and H2O propellants (and the derived species) and
their associated collisions and reactions (dissociation, ionization, attachment and excita-
tions) is presented here. The complete list of all the reactions modelled by PlasmaSim
for O2 and H2O propellants is contained in Tabs. 6.2 and 6.3. The second column of
the tables includes the information of the energy loss associated to each of the reactions.
The most relevant excitation collisions have been included in the modelling of the dis-
charge. Previous works have shown that power losses associated to the mechanism of
vibrational excitation can be considered negligible for O2 and other diatomic molecular
propellants [295]. Electronic excitation, on the contrary, may play an important role in
the power balance, and must be considered in the simulations of diatomic molecules. In
order to allow the user to turn off and on the different collision types, a dedicated input
file, named 0 <Prop> ReducedModel.txt is created.

In Tab. 6.2, the O2-dissociation reaction data is taken from Itikawa [297], which
provides the total dissociation cross section. Molecular ionization data is obtained from
the same reference. For the ion dissociation double reaction of O2, the lost energy is
estimated as the sum of the dissociation reaction of O2 (5.1 eV) and the double ion
ionization of O (48.6 eV). In the event of a dissociative attachment collision, all the energy
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Reaction Energy loss
Elastic: O2 + e → O2 + e -
Dissociation: O2 + e → O + O + e 5.10 eV [Ref. 306]
Ionization: O2 + e → O+

2 + 2e 12.1 eV [Ref. 307]
Dis. ionization (+): O2 + e → O+ + O + 2e 18.8 eV [Ref. 307]
Dis. ionization (++): O2 + e → O++ + O + 3e 53.7 eV
Dissociative attachment: O2 + e → O− + O Ke [Ref. 297]
Excitation 1: O2(X3Σ−g ) + e → O2(a1∆g) + e 0.98 eV [Ref. 308]
Excitation 2: O2(X3Σ−g ) + e → O2(b1Σ+

g ) + e 4.05 eV [Ref. 308]
Excitation 3: O2(X3Σ−g ) + e → O2(A3Σ+

u , A’3∆u, c1 Σ−u ) + e 6.12 eV [Ref. 308]
Excitation 4: O2(X3Σ−g ) + e → O2(B3Σ−u ) + e 6.12 eV [Ref. 308]

Elastic: O + e → O + e -
Ionization: O + e → O+ + 2e 13.6 eV [Ref. 307]
Double ionization: O + e → O++ + 3e 48.6 eV [Ref. 309]
Attachment: O + e → O− Ke [Ref. 298]
Excitation 1: O(3P) + e → O(1D) + e 1.96 eV [Ref. 299]
Excitation 2: O(3P) + e → O(1S) + e 4.18 eV [Ref. 299]
Excitation 3: O(3P) + e → O(3P0) + e 9.20 eV [Ref. 299]
Excitation 4-6: O(3P) + e → O∗ + e > 12.0 eV [Ref. 299]

Table 6.2: Water Electrolysis (O2), reactive model.

of the colliding electron, Ke, is lost. Six different types of molecular excitation collisions
from the ground state (X3Σ−g ) are considered. Following Ref. [297], excitation to the states
A3Σ+

u , A’3∆u and c1 Σ−u are considered together: they have similar threshold energies.
In the case of atomic oxygen, cross section data for elastic, ionization and attachment
collisions is taken from Ref. [298], while for the excitation ones from Ref. [299]. In Tab.
6.3, the cross sections for the different electron-H2O collisions are taken from Ref. [300]. As
for the derived species, the collisional data is obtained from: Ref. [301] for OH, Ref. [302]
for H2 and Ref. [303] for H. The excitation collisions included (not shown in Tab. 6.3) are:
H2O first four rotational modes and stretching and bending modes [300], H2O six lowest-
energy electronic transitions [304,305], OH three lowest-energy electron transitions [301],
H electronic excitations up to n = 4 (included) [303]. Although collisional data are
gathered for H2 [302], they are not implemented given the small fraction of H2 reported
from preliminary simulations. O2 and O collisional data are taken from Tab. 6.2.

In the new version of the code, the energy lost in the ith reaction event, Ei
loss, is

subtracted to the kinetic energy of the electron involved in the collision, Ei
k,in, to obtain

the output energy. This remaining energy is equally distributed among the outcoming
electrons (scattered and ejected) [311]:

Ei
k,out =

(
Ei

k,in − Ei
loss

)
/N i (6.11)
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Reaction Energy
Loss

Elastic: H2O + e → H2O + e -
Dissociation I: H2O + e → OH + H + e 5.1 eV [Ref. 306]
Dissociation II: H2O + e → O + H2 + e 7.1 eV [Ref. 310]
Ionization: H2O + e → H2O+ + 2e 12.6 eV [Ref. 307]
Ion dissociation I: H2O + e → OH+ + H + 2e 18.1 eV [Ref. 307]
Ion dissociation II: H2O + e → OH + H+ + 2e 18.3 eV [Ref. 307]
Ion dissociation III: H2O + e → O+ + H2 + 2e 19.0 eV [Ref. 307]
Ion dissociation IV: H2O + e → O + H+

2 + 2e 20.7 eV [Ref. 307]
Double ion dissociation: H2O + e → O++ + H2 + 3e 55.7 eV
Dissociative attachment I: H2O + e → OH− + H Ke

Dissociative attachment II: H2O + e → OH + H− Ke

Dissociative attachment III: H2O + e → O− + H2 Ke

OH-elastic: OH + e → OH + e -
OH-ionization: OH + e → OH+ + 2e 13.0 eV [Ref. 307]
OH-dissociation: OH + e → O + H + e 4.4 eV [Ref. 306]
OH-attachment: OH + e → OH− Ke

H-elastic: H + e → H + e -
H-ionization: H + e → H+ + 2e 13.6 eV [Ref. 307]
H-attachment: H + e → H− Ke

O-elastic: O + e → O + e -
O-ionization I: O + e → O+ + 2e 13.6 eV [Ref. 307]
O-ionization II: O + e → O++ + 3e 48.6 eV [Ref. 309]
O-attachment: O + e → O− Ke

H2-elastic: H2 + e → H2 + e -
H2-ionization: H2 + e → H+

2 + 2e 15.4 eV [Ref. 307]
H2-dissociation: H2 + e → H + H + e 4.5 eV [Ref. 306]
H2-ion dissociation: H2 + e → H+ + H + 2e 18.0 eV [Ref. 307]
H2-attachment: H2 + e → H−2 Ke

Table 6.3: Water Vapour (H2O) reactive model. Excitation reactions are not included in
this table

where Ei
k,out stands for the kinetic energy per output electron. There exist other models

for the energy partition (beyond deterministic equipartition) among the output electrons,
which distinguish between the scattered electron and the ejected electrons. In Ref. [312], a
deterministic model is proposed where equipartition is kept until a certain energy thresh-
old, above which the energy of ejected electrons remains constant. A simple probabilistic
approach consisting on the uniformly random partition of the energy is implemented in
Ref. [313]. Moreover, Ref. [314] uses a more sophisticated probabilistic model based on
the differential cross-sections of the collisions. In PlasmaSim, the accuracy of the energy
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equipartition approach is considered sufficient provided the quasi-2D approximation.
The generation of the velocity vectors of the outcomming electrons is also kept simple.

The vectors are independently sampled from the surface of a sphere using Marsaglia’s
algorithm [315]. There exist others methods in the literature with a higher degree of
complexity, based on assumptions that do not necessarily hold in the real collisional
processes. In Ref. [316], they assume that the incident and the outcomming electron
vectors are coplanar, with the scattered and the ejected one being perpendicular to each
other. Chew et al. [317] impose that the ejected electron velocity vector is randomly
generated from a hemisphere, whose equatorial plane is perpendicular to the incident
velocity vector. The remaining kinetic energy after the inelastic collision is equally split
among the scattered and the ejected particles.

Updated PlasmaSim architecture

The updates presented in the previous sections and the realization of other minor
changes have lead to a modified overall structure of the code. The updated PlasmaSim
architecture is depicted and compared to the old one in Fig. 6.3.
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Figure 6.3: (a) Old and (b) updated overall PlasmaSim architecture

In the old version of PlasmaSim, in Fig. 6.3(a), the user defines the simulation set-up
through an interactive menu built with Unreal Engine. Upon the simulation initialization,
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the UE interface reads the user inputs, builds the simulation domain, and randomly creates
electron, ion and neutral macroparticles with an uniform distribution in space and a
Maxwellian distribution for the initial velocities. If the user includes in the simulation
folder a file called nn gv MSc.txt, which contains an input neutral axial profile, neutrals
are not created following an uniform spatial distribution, but according to the user-defined
profile. Then, the main loop of the simulation starts, which corresponds to the CORE
block (coded in C++), and whose main subroutines have been briefly described in Sec. 6.1.
Finally, the output .txt files from the CORE block are postprocessed within the POST
block.

In the updated version of the code, in Fig. 6.3(b), user’s inputs can now be introduced
through the new file set input.txt, which is shown below.

########################### SET INPUT ###########################

######### This file contains the input parameters for a #########

######### PlasmaSim simulation #########

#################################################################

#### GENERAL SIMULATION SETTINGS ####

Output_path = /home/jpera95/Repositories/PlasmaSimNoUE/sims/SimOxygen/ //

Number_of_threads = 20 //

Maximum_Time = 5e-6 //;1.0e-10 // [s]

Time_Step_Print = 1.0e-8 // [s]

Recording_Start = 0.0 // [s]

Recording_Stop = 50e-6 // [s]

Particles_species = 180000 // [s]

Anode_Voltage = 300 // [V]

Mass_flow = 1.0 // [mg/s]

Simulation_type = HallThruster //

Electron_Temperature = 5.0 // [eV]

Ion_Temperature = 0.1 // [eV]

Neutrals_Temperature = 700.0 // [K]

NeutralSizeLimit = 1e8 // Upper limit for the size of neutrals

ChargeSizeLimit = 1e8 // Upper limit for the size of charged species

Electron_Number_Density = 3.0e19 // [m - 3]

Neutral_Number_Density = 5.0e20 // [m - 3]

Permittivity = 8.854187813e-12 // [F m - 1]

Cathode_Voltage_Ampl = 0.0 // [V]

Cathode_Freq = 0.0 // [Hz]

Reactive_Model = 2 //

Reactive_Stages = 2 //

Propellant = 1 // 0: Xenon; 1: Oxygen; 2: Water

Poisson_solver = 1 // 0: Original Quasi-2D approach;

// 1: Updated Quasi-2D approach

Acc_steps = 1 // Number of steps for variable accumulation
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#### MAGNETIC FIELD SETTINGS ####

Maximum_B = 0.016 // [T]

Location_peak_B = 0.024 // [m]

Location_half_B = 0.04 // [m]

#### GEOMETRICAL PARAMETERS ####

Channel_Length = 0.035 // [m]

Channel_Width = 0.005 // [m]

Channel_Diameter = 0.025 // [m]

Sim_Domain_Length = 0.04375 // [m]

#### BOUNDARY CONDITIONS ####

SEE_flag = 2 // 0: no SEE (electrons are elastically reflected);

// 1: constant SEE model; 2: linear SEE model

SEE_Temp = 1.0 // [eV]

SEE_yield = 0.5 // [-] SEE yield used in the constant SEE model

refl_yield = 0.5 // [-] Reflection yield used in the constant SEE model

cath_BC = 1 // 0 - recirculation condition at the cathode;

// 1 - quasineutrality condition at the cathode cell

The set input.txt contains all the available options that the user can edit to create
a certain simulation set-up. It must be placed within the simulation folder, so that the
PlasmaSim executable can read it. After its correct reading, PlasmaSim will look for
a Sim State.txt file also within the simulation folder. The Sim State.txt contains the
state of a previous simulation at a certain time step. Such simulation state is stored as
a set of the kinematic states of all the macroparticles within the domain. If PlasmaSim
finds this file, the simulation will start from this stored state. If not, the initializa-
tion of the simulation takes place with the information contained in nn gv MSc.txt and
0 <Prop> InitialDensities.txt. The latter is a new input file that allows the user to specify
the initial densities of each species. Then, the main loop starts, which prints or updates
the Sim State.txt file every given number of steps.

6.3 WET-HET simulations

As indicated previously, the advances in PlasmaSim presented in the previous sections
have the ultimate goal of enabling the simulation of the WET-HET thruster operated
with O2 and/or H2O as propellants. In this section, a simulation of the O2-fuelled WET-
HET discharge is presented. Sec. 6.3.1 presents the simulation set-up. In Sec. 6.3.2, the
simulation results are shown and discussed.
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6.3.1 Simulation set-up

Tab. 6.3.1 gathers the main settings, related to physical parameters, of the WET-
HET simulation with O2 as propellant. The other species considered in the simulation
are O+

2 , O+, O; then, O++ and O− have been excluded because they have been found
negligible in previous simulations, which is in agreement with [295]. The channel length
is equal to 0.035 m. The domain is extended in the axial direction approximately half
of a chamber, up to 0.053 m. The operation point, defined in terms of the discharge
voltage and the anodic mass flow rate, is Vd = 300 V and ṁA = 1.1 mg/s. Neutrals are
injected through the anode with a uniform spatial profile and their velocity is sampled
from a semi-Maxwellian distribution function with a temperature of 300 K and an axial
drift velocity of 750 m/s. In a similar way, electrons are injected from the downstream
cathode boundary with a temperature equal to 5 eV.

Simulation parameter Units Value

Propellant (anode inj.) - O2

Other species - O+
2 , O+, O

Channel length m 0.035
Channel width m 0.005

Channel diameter m 0.025
Domain length m 0.053

Discharge voltage (Vd) V 300
Anodic mass flow (ṁA) mg/s 1.1

O2 inj. temperature K 300
O2 inj. drift m/s 750

Electron inj. temperature eV 5

B peak intensity G 250
B peak axial position m 0.032

SEE temperature eV 1.0
Electron reflection yield - 0.5

Anomalous transport coeff., k - 0.01 [71]

Table 6.4: Simulation settings: physical parameters

The magnetic field, B, which is purely radial has a maximum intensity of around 250
G. The axial position of the B peak is 0.032 m. The axial profile of the intensity of
B can be observed in Fig. 6.4 (a). The profile reproduces approximately the one set
in the real thruster, measured along the thruster chamber midline. Regarding the SEE,
the linear model presented in Sec. 6.2 is considered. The value of the elastic reflection
yield of electrons at the wall is set to 0.5 [318]. Tab. 6.5 contains the information
of the numerical parameters of the WET-HET simulation. Notice that the density of
macroparticles is expressed in a per axial/radial cell-basis. The reason for this is that,
as explained in Sec. 6.2, the quasi-2D formulation of PlasmaSim allows to solve for two
different artificial electric potentials, an axial and a radial one, which approximate the
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real 2D φ.
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Figure 6.4: (a) Axial profile of the intensity of the magnetic field, B. (b) Spatially-
averaged plasma density evolution with time

Simulation parameter Units Value

Time step (approx) s 5 ×10−12

Number of axial cells - 4000
Number of radial cells - 4000

Initial number of particles per axial/radial cell - 30

Table 6.5: Numerical parameters of the simulation

6.3.2 Simulation results

Fig. 6.4(b) shows the time evolution of the plasma density averaged over the simulation
domain. The elapsed real time of the run is relatively small, of around 4-5 days with only
10 cores in an Intel Xeon Gold (@2.10 GHz), considering that neutral dynamics are self-
consistently solved [295,319]. This is achieved thanks to the computational cost reduction
associated to the quasi-2D formulation [320]. After an initial density bump, the spatially-
averaged plasma density seems to reach a steady condition, which is slowly evolving due to
changes in the density of neutrals. Hereafter, all the time-averaged profiles and contours
are computed over the last 10 µs.

Fig. 6.5 shows the time-averaged (and radially-averaged) axial profiles of the electric
potential, φ; and the electron temperature, Te. In Fig. 6.5(a), the profile of φ exhibits
a steep fall right upstream the thruster chamber exit. This is, therefore, the location of
the maximum electric field, which coincides with the position of the B peak, as typically
occurs in a HET. The fact that a large portion of the potential fall takes place within
the thruster chamber is characteristic of conventional US HETs, due to the upstream
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Figure 6.5: Time-averaged 1D axial profiles (radially-averaged) of the WET-HET dis-
charge, with O2 as propellant. (a) Electric potential φ, (b) electron temperature Te
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Figure 6.6: Time-averaged 1D axial profiles (radially-averaged) of the WET-HET dis-
charge, with O2 as propellant. (a) Electron density ne, (b) ion species densities, ni,O+

2
and

ni,O+ (c) neutral species densities, nn,O2 and nn,O.

location (with respect to MS HETs) of the B peak. The comparison of these results
with those for the MS HT5k, in Fig. 3.4(a), evidences the difference between US and MS
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HETs in terms of the axial position of the acceleration region. Back to Fig. 6.5(a), a
sheath is observed in front of the anode with a φ drop of around 20-30 V, approximately
3 times the local Te, as seen in Fig. 6.5(b). The relatively small decay of Te from its
maximum value towards the anode can be related to the low cross-section of electron-O2

ionization collisions, as compared with the ones of typical HET propellants [295]. This
same argument is used to explain why experimentally-observed Te profiles are wider in
Kr discharges than in Xe ones [260]. The downstream-most value of the velocity of O+

2

ions is approximately 35 km/s, while the one of O+ ions is 50 km/s. The ratio of both
terms at the downstream boundary is [ui,O+/ui,O+

2
]x=5.3cm ≈ 1.43, which is approximately

the inverse of the ratio of molecular masses,
√

2 ≈ 1.41. This means that both species
experience, in average, the same effective acceleration voltage, Veff . This, in turn, implies
that, from energy conservation, one can state that both species ions are generated around
the same axial position inside the thruster chamber.

Fig. 6.6 shows the time-averaged (and radially-averaged) axial profiles of the electron
(plasma) density, ne; the ion species densities ni,O+

2
and ni,O+ ; and the neutral species

densities nn,O2 and nn,O. In Fig. 6.6(a), the order of magnitude of ne is similar to the
one in the standard operation of a SPT-100 thruster with Xe [3]. The position of the
ne peak is also found in the usual location, upstream the exit plane and the acceleration
region, with a profile similar to the one in the HT5k and HT20k discharges (see Figs.
3.4(d) and 5.4(b)). Regarding the ion density, in Fig. 6.6(b), both ni,O+

2
and ni,O+ exhibit

similar magnitudes. The ratio of plasma densities averaged over the whole simulation
domain ñi,O+

2
/ñi,O+ is close to 0.8. Taccogna et al. [295] report a ratio even lower (= 0.33)

under different operative conditions. Both results evidence the significance of dissociation
energy losses in O2 discharges. Fig. 6.6(c) further supports this conclusion, where the
spatially-averaged values of nn,O2 and nn,O are again similar to each other. The maximum
of nn,O2 is found close to the center (axial-wise) of the thruster chamber, in line with
Ref. [295].

Performance metrics can be estimated from the time and space averaged values of
the macroscopic plasma properties at the downstream-cathode boundary. The propellant
utilization efficiency, ηu, is approximately 17%, which is consistent with a thrust efficiency
of a 3% reported from experimental measurements of a similar WET-HET operation point
(with Vs = 305 V, ṁA = 1 mg/s and Bpeak = 0.024 T) [321]. A stronger magnetic field and
higher power operation can improve significantly the poor value of ηu, beyond a 40% [321].
The time-averaged thrust estimation from simulations yields an approximate value of 7.5
mN, very close to the reported F (≈ 8 mN) by Tejeda et al. [321] for a similar operation
point.

Fig. 6.7 displays the repartition of power losses from inelastic collisions in the dis-
charge. Ideally, all the power losses would be associated to O2-ionization, for the genera-
tion of ions and their subsequent acceleration for thrust generation. However, a significant
amount of power is spent in other collision types, which implies an inefficient operation.
In fact, ionization losses are not dominated by O2-ionization, but by O-ionization, in
agreement with Ref. [295]. The oxygen atoms that are ionized come from dissociation
reactions, whose power losses amount to more than a 10% of the total, in Fig. 6.7. This
energy sink is one of the main drawbacks of the usage of molecular propellants [322], and
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Figure 6.7: Fraction of power losses from inelastic collisions. The bars correspond to: O2-
ionization, MolIon; O2-dissociation, MolDis; O2-excitation, MolEx; O-ionization, AtIon;
and O-excitation, AtEx.

it is inherent to them because the bond energy of the molecule constituents is smaller than
the first ionization potential (see Tab. 6.2). Excitation losses are very relevant, especially
the ones from atomic excitation, as observed in Ref. [295]. The combined cost of molecular
and atomic excitation amounts to a 30% of the total energy losses from collisions.

6.4 Conclusions

The axial-radial version of the quasi-2D full-PIC code PlasmaSim, developed at the Im-
perial Plasma Propulsion Laboratory, has been presented. The most relevant subroutines
and algorithms of the numerical tool, which are mainly written in C++ and Unreal Engine,
have been briefly described. The Poisson Solver and Electric Field subroutine contains the
implementation of the “quasi-2D” formulation, which is the main feature of PlasmaSim.
This method consists on splitting the electric potential into the sum of two functions
which depend, each of them, in just one single coordinate of the problem (e.g. one axial
and one radial “potential” function). This allows to reduce the effective dimensionality
of the problem, from a computational perspective, from two to one, while still accounting
for 2D effects in an approximated way.

The upgrades of PlasmaSim carried out during the research stay have aimed at en-
abling faithful simulations of the WET-HET thruster, operated with water-electrolysis
products or water vapour. Only the most relevant contributions have been presented in
this section. In first place, the parallelization of most of the subroutines of the code. Two
strategies have been followed, the latter one with OpenMP requiring the translation of the
whole Unreal Engine interface into C++ code. In second place, boundary conditions have
been improved with: (i) a quasineutrality condition for the cathode boundary and, (ii) a
constant and a linear model for SEE at the dielectric walls. In third place, an updated
and improved version of the quasi-2D formulation has been implemented for the solution
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of Poisson’s equation. In fourth place, the introduction of an anomalous collisionality,
and the new chemical species O2 and H2O with their corresponding interactions with
electrons and the thruster walls. In this regard, a set of new input files, for the sake of
a further control over the simulations inputs, have been created, as well as the adequate
input-output interface.

Some preliminary simulation results have been shown for a O2-fuelled discharge of the
WET-HET thruster. The implementation of the quasi-2D formulation allows a signifi-
cant reduction in the computational cost as compared with standard state-of-the-art 2D
simulation codes. This has permitted simulating, in a time-resolved manner, discharge
times larger than the period of low-frequency oscillations, in 4-5 days wall-clock times
with standard computer resources. The plasma profiles obtained from the numerical sim-
ulations are in line with previous experimental and numerical results in the literature.
The importance of dissociation energy losses, as well as of monoatomic oxygen excitation
collisions, has been shown.





Chapter 7

Conclusions

This chapter summarizes the main contributions of the Thesis and proposes some
future lines of work.

7.1 Main contributions of the Thesis

The most relevant contributions of this Thesis can be divided into three groups, ac-
cording to the three general tasks or objectives described in Sec. 1.3. These comprise
the numerical studies and the associated code developments of: (i) the ion extraction and
beam focusing in ion optics of GIT thrusters, with EP2PLUS; (ii) the plasma discharge in
advanced real HET thrusters with magnetic-shielding topologies and centrally-mounted
cathodes, with the HYPHEN code; and (iii) the plasma discharge of a HET operated
with water electrolysis products or water vapour, with PlasmaSim.

Regarding the first task, the EP2PLUS simulations of the ion extraction and beam
focusing and neutralization in the ion optics of a GIT, the major contributions are:

• The adaptation of EP2PLUS for the modeling of the ion optics scenario. This
includes: (i) the capability of considering more than one electron population, (ii)
an algorithm for the active control of the separation between electron populations in
an ion optics scenario, based on the electric potential profile, (iii) a new surface type
for the specular reflection of macroparticles to simulate the symmetric interaction
of beamlets from different grid apertures, and (iv) the addition of electron inertia
to the momentum equation. Besides this, dedicated set-up algorithms have been
coded for the generation of the grid assembly geometry.

• The successful application of two different setups to the simulation of ion optics
scenarios with EP2PLUS. The first setup, the infinite-apertures one, with a periodic
array of holes, can be used for the estimation of the optimal perveance (in terms of
divergence angle) of the grid assembly, with a small computational cost. The second
setup, the finite-apertures one, with a complete grid assembly of 19 apertures but a
significantly larger computational cost, allows characterizing the coalescence process
of the beamlets into one single beam, and the electric current neutralization process
and its dependence on the position of the external cathode. Both setups have been
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partially validated against experimental results and an original 1D semi-analytical
model for the plume expansion.

• The conclusions concerning the charge and current neutralization process. It has
been observed that current neutralization of the ion beamlets is strongly affected
by the position of the neutralizer cathode; while the charge neutralization process
and, therefore, the expansion and coalescence of the ion beamlets, is independent of
the cathode location, provided that the latter is far enough from the grids to avoid
perturbing the extraction.

Regarding the second task, the modeling with HYPHEN of advanced HET prototypes,
the major contributions are:

• The upgrade of HYPHEN to enable the modeling of magnetically-shielded HETs
with centrally-mounted cathodes. The main code developments have been the fol-
lowing. (i) The improvement in the boundary conditions to include metallic bound-
ary surfaces for electron current injection, i.e. surface cathodes. Both neutrals and
ion macroparticles can be injected from this new surface type, which permits a more
faithful modeling of central cathodes. The injection of neutrals from the cathode
boundary has been found to reduce the local numerical noise in the solution of the
electron fluid equations. (ii) The generation of non-structured MFAM meshes for
MS topologies with singular points inside the thruster chamber. (iii) The capabil-
ity to define time-varying control inputs, i.e. the discharge voltage and the anodic
mass flow rate. This new feature allows the simulation of direct-drive scenarios and
modulation studies. The capability to consider a RLC filter between the cathode
and the anode has also been included.

• The successful application of a experimentally-informed phenomenological model of
the anomalous electron transport to the simulation of the discharges of the HT5k
and HT20k thrusters. The model, which depends only on two unknown parameters
αt1 and αt2, has been tuned to match the experimental data of Id and F of each
operation point. Despite not being a target of the tuning process, the output low
frequency oscillations of the discharge current agree well with the experimental ones.

• The complete 2D time-averaged numerical characterization of the plasma discharges
of the HT5k and HT20k, with xenon as propellant. From this, the effectiveness of
magnetic shielding in these thrusters have been proven. The magnetic shielding
topology have been observed to shift the acceleration region outwards, with respect
to conventional thrusters, keeping a relative high-density, low-temperature plasma
inside the chamber. Low plasma temperature around the chamber walls leads to
small energy deposition and small ion impact energies, under the sputtering thresh-
old. This combination of high plasma density and low electron temperature has
been observed to result in relative plasma currents to the walls similar to those in
conventional HETs.

• The 2D time-averaged numerical characterization of the plasma discharge of the
HT20k, with krypton as propellant; and the comparison with the xenon discharge, in
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terms of performance and local plasma properties. Although worsened with respect
to Xe operation, magnetic shielding has been proved to remain effective with Kr.
The HT20k thruster exhibits a relatively small overall efficiency gap between Xe and
Kr operations. This is, in part, explained by the high propellant utilization efficiency
of Kr (although still smaller than Xe) in the HT20k, reported from the simulations.
It has been shown that the ionization and acceleration regions are wider towards
the plume in the Kr operation points, as compared to the Xe ones. Thus, Kr cases
feature higher divergence and species-wise velocity dispersion in the plume. Voltage
utilization has been found lower with Kr, mainly due to a worse cathode-plume
coupling. Current efficiency, in agreement with experimental data, is found higher
for Kr. The same occurs with charge utilization. Although most of the previous
observations are in line with past results from other thrusters, some disagreements
have been found, proving the sensitivity of the analysis to the thruster design and
configuration.

• The time-resolved characterization of the dynamic response of the HT5k thruster
under sinusoidal modulation of the discharge voltage. The modulated or driven low-
frequency mode of the discharge has been found to oscillate with the frequency of
modulation, provided this is sufficiently close to the natural breathing mode one. At
relatively large modulation frequencies, the natural breathing mode of the thruster
has reappeared in the simulations, proving the partial loss of control of the voltage
modulation over the discharge. The close qualitative agreement of the simulation
results with previous modulation studies of different ExB thruster types has led to
the conclusion that the same fundamental phenomena determines the modulated
response across different designs: the natural breathing mode controlled by means
of electron temperature oscillations, which are in turn controlled by the discharge
voltage.

• The conclusion that efficiency gains from voltage modulation are limited in the
HT5k thruster. This is a consequence of the coupling between plasma production
and acceleration processes inherent to the operation of Hall effect thrusters. Nev-
ertheless, the effective control that voltage modulation exerts over low-frequency
discharge oscillations can be useful for EMI mitigation and plasma diagnostics.

• The application of the data-driven technique HODMD to the analysis of the complex
spatio-temporal structure of the modulated plasma discharge of the HT5k. This has
confirmed the breathing mode-like nature of the modulated modes and has allowed
to identify the standing or travelling nature of the waves of the different plasma
properties . It has been observed that ion recombination at the walls gives rise to
an apparent 1D axial neutral density wave with phase velocity 5-6 times larger than
the fluid velocity of neutrals.

Regarding the third task, the modeling of a water-fuelled HET, the major contributions
are:

• The upgrade of the axial-radial version of PlasmaSim for the simulation of the
water-fuelled WET-HET thruster. This includes: (i) the parallelization of most of
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the subroutines of the code, (ii) the improvement of the quasineutrality condition
at the cathode surface and the addition of two secondary electron emission mod-
els for the dielectric walls (iii) the implementation of the updated version of the
quasi-2D formulation for the solution of Poisson’s equation and (iv) the addition to
PlasmaSim of the new propellants O2 and H2O and their respective reactions and
collisions with other species and wall interactions.

• The successful realization of a preliminary simulation of a O2-fuelled discharge of the
WET-HET thruster. The quasi-2D formulation of PlasmaSim has allowed obtain-
ing two dimensional time-resolved results of a HET discharge with a significantly
reduced computational effort as compared to state-of-the-art 2D simulation codes.
The plasma profiles obtained have been found in line with experimental and numer-
ical results in the literature, and it has been shown the relevance of dissociation and
O-excitation energy losses in O2-fuelled HET discharges.

7.2 Future work

In order to describe the future lines of research related to the work of this Thesis, it is
convenient to present them organized into research objectives or tasks. The first group of
future research lines, corresponding to the numerical analysis of the gridded ion thruster
plasma discharge with EP2PLUS, includes:

• The further upgrade of the EP2PLUS code. Some possible future developments
are: (i) enabling the coupling between discharge chamber and ion optics simulations
and (ii) the implementation of a cylindrical coordinate system that facilitates the
modeling of circular holes and radially-symmetric aperture patterns in the grids.

• The simulation of ion optics coupled with discharge chamber simulations. In the
discharge chamber scenario, the grid assembly would be modeled as an infinitely thin
surface with a given neutral and ion transparency. The continuous feedback between
both types of scenarios would be as follows: on the one hand, ion optics simulations
would provide the updated real transparency of the grid optics to the discharge
chamber scenario; on the other hand, the discharge chamber simulation would inform
the ion optics scenario about the updated ion fluxes distribution towards the grid
optics.

• The numerical study of the real limit in current extraction capability of ion optics
systems [323], and its comparison to the theoretical limit of space-charge-limited
current from Child’s law [3].

The second group of future research lines, corresponding to the modeling of advanced
HETs with HYPHEN, includes:

• The further upgrade of the HYPHEN code. Some of the possible future develop-
ments are: (i) the implementation of a Poisson’s solver, for the improved modeling
of the low plasma density regions of the discharge where non-neutrality may arise,
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(ii) the translation of all the MFAM-wise electron module algorithms into rectan-
gular mesh-wise, giving the user the possibility of choosing between both types of
meshes and (iii) enabling the use of metallic materials for the lateral walls of the
thruster chamber.

• The application of more complex spatial profiles to the function of the anomalous
transport parameter, α(z, r), with experimentally-measured local plasma properties
as targets of the turbulent transport tuning process [77].

• The numerical analysis of magnetically-shielded HETs with metallic/conducting
walls [162] and the comparison to those with dielectric walls, in terms of perfor-
mance, local plasma properties and power deposition to walls [163]. Since magnetic
shielding significantly reduces plasma-wall interaction, the possibility of switching
from dielectric to metallic walls in a HET is enabled, with an associated improve-
ment in the mechanical and thermal properties of the thruster.

• The numerical study of the effect on the HET efficiency of different alternative con-
figurations for propellant injection, such as reversed neutral gas feed or the rotating
supply [324–326]. The need to increase propellant utilization efficiency in HET
operation with alternative propellants justify the realization of this study.

The third group of future research lines, corresponding to the numerical analysis of
the WET-HET thruster operated with water as propellant, includes:

• The further upgrade of the the axial-radial version of the PlasmaSim code. Some
of the possible future developments are: (i) the implementation of a cylindrical
coordinate system that correctly models the curvature of the HET annular geometry
and (ii) the coupling of the axial and radial directions with the azimuthal one for
the self-consistent resolution of the azimuthally-based anomalous transport [116].

• The full 2D time-averaged characterization of the WET-HET plasma discharge with
water electrolysis products and water vapour. This includes the analysis of the
main sources of inefficiencies, the comparison of local plasma properties with those
in Xe discharges, the suggestion of ways for an improved operation of water (i.e.
geometrical or operational modifications), and the comparison with experimental
results [321].

• The time-resolved characterization of the WET-HET plasma operation with water
as propellant. The analysis would focus on the low frequency oscillations of the
discharge, the dynamics of the different species and how the breathing mode behaves
in the discharge of molecular propellants.





Conclusiones

Este caṕıtulo presenta las principales contribuciones de la Tesis y propone algunas
futuras ĺıneas de trabajo.

7.1 Principales contribuciones de la Tesis

Las contribuciones más relevantes de esta Tesis pueden dividirse en tres grupos, que
corresponden a las tres tareas u objetivos generales descritos en la Sec. 1.3. Estos com-
prenden los estudios numéricos y los desarrollos de código relacionados con: (i) la ex-
tracción y focalización de haces de iones a través de las rejillas de un motor GIT, con
EP2PLUS; (ii) la descarga de plasma en propulsores HET avanzados con topoloǵıas de
apantallamiento magnético y cátodos centrales, con el código HYPHEN; y (iii) la descarga
de plasma de un HET operado con productos de la electrólisis de agua o con vapor de
agua, con PlasmaSim.

En cuanto a la primera tarea, las simulaciones con EP2PLUS del proceso de extracción,
focalización y neutralización del haz de iones a través de las rejillas de un motor iónico,
las principales contribuciones son:

• La adaptación de EP2PLUS para el modelado del escenario de la óptica de iones.
Esto incluye: (i) la capacidad de considerar más de una población de electrones, (ii)
un algoritmo para el control activo de la separación entre poblaciones de electrones
en un escenario de óptica de iones, basado en el perfil de potencial eléctrico, (iii) un
nuevo tipo de superficie para la reflexión especular de macropart́ıculas para simular
la interacción simétrica de sub-haces de iones provienents de las diferentes aperturas
de la rejilla, y (iv) la consideración de la inercia en el ecuación del momento de
electrones. Además, se han desarrollado algoritmos espećıficos para la generación
de la geometŕıa de las rejilla de un motor iónico.

• La aplicación con éxito de dos configuraciones diferentes a la simulación de esce-
narios de óptica de iones con EP2PLUS. La primera configuración, la de aperturas
infinitas, con un conjunto periódico de agujeros, se puede utilizar para la estimación
de la perveancia óptima (en términos de ángulo de divergencia) de la rejilla, con
un pequeño coste computacional. La segunda configuración, la de un número finito
de aperturas, con una rejilla completa de 19 agujeros pero con un coste computa-
cional significativamente mayor, permite caracterizar el proceso de coalescencia de
los sub-haces en un único haz, aśı como el proceso de neutralización de la corriente
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eléctrica y su dependencia con respecto a la posición del cátodo externo. Ambas
configuraciones han sido parcialmente validadas frente a resultados experimentales
y un modelo original semi-anaĺıtico 1D para la expansión del chorro de plasma.

• Las conclusiones relativas al proceso de neutralización de carga y de corriente. Se ha
observado que la neutralización de corriente de los sub-haces de iones se ve fuerte-
mente afectada por la posición del cátodo neutralizador; mientras que el proceso de
neutralización de carga y, por tanto, la expansión y coalescencia de los sub-haces de
iones, es independiente de la ubicación del cátodo, siempre que éste se encuentre lo
suficientemente alejado de las rejillas como para no perturbar la extracción.

En cuanto a la segunda tarea, el modelado con HYPHEN de prototipos avanzados de
HET, las principales contribuciones son:

• La mejora de HYPHEN para permitir el modelado de HETs con apantallamiento
magnético y cátodos centrales. Los principales desarrollos del código han sido los
siguientes (i) La mejora de las condiciones de contorno para incluir superficies de
contorno metálicas como fuente de corriente de electrones, es decir, cátodos de
superficie. Tanto las macropart́ıculas de neutros como las de iones pueden inyectarse
desde este nuevo tipo de superficie, lo que permite un modelado más fiel de los
cátodos centrales. Se ha comprobado que la inyección de neutros desde la superficie
del cátodo reduce el ruido numérico local en la solución de las ecuaciones del fluido
de electrones. (ii) La generación de mallas MFAM no estructuradas para topoloǵıas
MS con puntos singulares dentro de la cámara del propulsor. (iii) La capacidad de
definir inputs de control, i.e. la tensión de descarga y el gasto másico, que cambien
con el tiempo de una forma dada. Esta nueva caracteŕıstica permite la simulación
de escenarios de direct drive y estudios de modulación. También se ha incluido la
capacidad de considerar un filtro RLC entre el cátodo y el ánodo.

• La aplicación con éxito de un modelo fenomenológico del transporte anómalo de
electrones, alimentado con datos experimentales, a la simulación de las descargas
de los propulsores HT5k y HT20k. El modelo, que depende sólo de dos parámetros
desconocidos αt1 y αt2, se ha ajustado para que coincida con los datos experimen-
tales de Id y F para cada punto de operación. A pesar de no ser un objetivo
del proceso de ajuste del modelo de transporte anómalo, las oscilaciones de baja
frecuencia obtenidas para la corriente de descarga concuerdan bien con los datos
experimentales.

• La caracterización numérica completa 2D promediada en el tiempo de las descargas
de plasma del HT5k y HT20k, con xenón como propulsante. Se ha demostrado
la efectividad del apantallamiento magnético en estos propulsores. Además, se ha
observado que la topoloǵıa de apantallamiento magnético desplaza la región de acel-
eración hacia el exterior, con respecto a una topoloǵıa convencional, manteniendo
un plasma de relativa alta densidad y baja temperatura en el interior de la cámara
del motor. La baja temperatura del plasma alrededor de las paredes de la cámara
consigue una reducida deposición de enerǵıa del plasma y pequeñas enerǵıas de
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impacto de iones, por debajo del umbral de sputtering. Se ha observado que esta
combinación de alta densidad de plasma y baja temperatura de electrones da lugar
a corrientes de plasma hacia las paredes similares a las de los HET convencionales.

• La caracterización numérica 2D promediada en el tiempo de la descarga de plasma
del HT20k, con kriptón como propulsante; y la comparación con la descarga de
xenón, en términos de rendimiento y propiedades locales del plasma. Aunque menos
que con Xe, se ha demostrado que el blindaje magnético sigue siendo eficaz con Kr.
El motor HT20k muestra una diferencia de eficiencia global relativamente pequeña
entre las operaciones con Xe y Kr. Esto se explica, en parte, por la alta eficiencia
de utilización de propulsante de Kr (aunque menor que la de Xe) en el HT20k,
según se desprende de las simulaciones. Se ha demostrado que las regiones de
ionización y aceleración se extienden más hacia afuera de la cámara en los puntos
de operación con Kr, en comparación con los de Xe. Por lo tanto, los casos de
Kr presentan una mayor divergencia y dispersión de la velocidad por especies en la
pluma. La eficiencia de voltage ha sido hallada menor con Kr, debido principalmente
a un peor acoplamiento eléctrico cátodo-pluma. La eficiencia de corriente, en ĺınea
con los datos experimentales, se ha observado más alta para Kr que para Xe. Lo
mismo ocurre con la eficiencia de carga. Aunque la mayoŕıa de las observaciones
anteriores concuerdan con resultados previos en otros motores, se han detectado
algunos diferencias, lo que demuestra la sensibilidad del análisis con respecto al
diseño y configuración del propulsor.

• La caracterización con resolución temporal de la respuesta dinámica del propulsor
HT5k sometido a una modulación sinusoidal del voltaje de descarga. Se ha compro-
bado que el modo modulado de baja frecuencia de la descarga oscila con la frecuencia
de la modulación, siempre que ésta sea suficientemente próxima a la del modo nat-
ural o breathing mode. A frecuencias de modulación relativamente grandes, el modo
natural de la descarga ha reaparecido en las simulaciones, demostrando la pérdida
parcial del control sobre la descarga de la modulación. La similitud cualitativa de
los resultados de la simulación con estudios previos de modulación de diferentes
tipos de propulsores ExB ha llevado a la conclusión de que el mismo fenómeno
fundamental determina la respuesta modulada en los diferentes diseños: el modo
natural o breathing mode controlado mediante oscilaciones de la temperatura de los
electrones, a su vez controlada por el voltage de descarga.

• La conclusión de que las ganancias de eficiencia conseguidas con la modulación del
voltaje son limitadas en el propulsor HT5k. Esto es consecuencia del acoplamiento
entre la producción de plasma y los procesos de aceleración inherente al funcionamiento
de los propulsores de efecto Hall. Sin embargo, el control efectivo que la modulación
de voltaje ejerce sobre las oscilaciones de descarga de baja frecuencia puede ser útil
para la mitigación de EMI y el diagnóstico de descargas de plasmas.

• La aplicación de la técnica data-driven HODMD al análisis de la compleja estructura
espacio-temporal de la descarga de plasma modulada del HT5k. Esto ha confirmado
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la naturaleza de tipo breathing mode de los modos modulados y ha permitido iden-
tificar la naturaleza estacionaria o viajera de las ondas de las diferentes propiedades
del plasma. Se ha observado que la recombinación de iones en las paredes da lugar a
una onda 1D aparente de densidad de neutros con velocidad de fase axial 5-6 veces
mayor que la velocidad fluida de los neutros.

En cuanto a la tercera tarea, el modelado de un HET alimentado con agua, las prin-
cipales contribuciones son:

• La actualización de la versión axial-radial de PlasmaSim para la simulación del
propulsor WET-HET alimentado por agua. Esto incluye: (i) la paralelización de la
mayoŕıa de las subrutinas del código, (ii) la mejora de la condición de cuasineutral-
idad en la superficie del cátodo y la adición de dos modelos de emisión de electrones
secundarios para las paredes dieléctricas (iii) la implementación de la versión ac-
tualizada de la formulación cuasi-2D para la solución de la ecuación de Poisson
y (iv) la adición a PlasmaSim de las nuevas especies O2 y H2O y sus respectivas
interacciones con otras especies y con los contornos del dominio.

• La realización con éxito de una simulación preliminar de una descarga del motor
WET-HET, alimentado con O2. La formulación cuasi-2D de PlasmaSim ha permi-
tido obtener resultados bidimensionales (axial-radial) con resolución temporal, que
se extienden el tiempo caracteŕıstico de un breathing mode con un esfuerzo computa-
cional significativamente reducido en comparación con los códigos de simulación 2D
del estado del arte. Los perfiles de plasma obtenidos se han encontrado en ĺınea
con los resultados experimentales y numéricos de la literatura, evidenciando prin-
cipalmente la importancia de las pérdidas de enerǵıa por disociación y excitación
atómica en las descargas HET con O2 como propulsante.

7.2 Trabajo futuro

Para describir las futuras ĺıneas de investigación relacionadas con el trabajo de esta
Tesis, es conveniente presentarlas organizadas en objetivos o tareas de investigación. El
primer grupo de futuras ĺıneas de trabajo, correspondiente al análisis numérico de la óptica
de iones con EP2PLUS, incluye:

• Avances en el modelado y algoritmia del código EP2PLUS. Algunos de los posibles
desarrollos futuros son: (i) la habilitación del acoplamiento entre las simulaciones
de cámara de ionización y las de óptica de iones y (ii) la implementación de un
sistema de coordenadas ciĺındricas que facilite el modelado de agujeros circulares y
patrones de apertura radialmente simétricos en las mallas.

• La simulación de la óptica de iones acoplada a simulaciones de cámaras de ion-
ización. En el escenario de la cámara de ionización, la rejilla se modelaŕıa como una
superficie infinitamente delgada con una transparencia para neutros y para iones
determinada. La retroalimentación continua entre ambos tipos de escenarios seŕıa
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de la siguiente manera: por un lado, las simulaciones de óptica de iones propor-
cionaŕıan la transparencia real actualizada de la rejilla al escenario de la cámara
de ionización; por otro lado, la simulación de la cámara informaŕıa al escenario de
óptica de iones sobre la distribución actualizada de los flujos de iones hacia la rejilla.

• El estudio numérico del ĺımite real en la capacidad de extracción de corriente de los
sistemas ópticos de motores iónicos [323], y su comparación con el ĺımite teórico de
la corriente limitada por la carga espacial siguiendo la ley de Child [3].

El segundo grupo de futuras ĺıneas de trabajo, correspondiente al modelado de HETs
avanzados con HYPHEN, incluye:

• Avances en el modelado y algoritmia del código HYPHEN. Algunos de los posibles
desarrollos futuros son: (i) la implementación de una subrutina para la resolución
de la ecuación de Poisson, para una mayor fidelidad del modelado de las regiones
de baja densidad de plasma de la descarga, donde puede existir no neutralidad,
(ii) la adaptación de la algoritmia del módulo de electrones para su uso en mallas
rectangulares, dando al usuario la posibilidad de elegir entre una malla alineada
con el campo magnético y una rectangular y (iii) permitir el uso de materiales
metálicos/conductores para las paredes laterales de la cámara del motor.

• La aplicación de perfiles espaciales más complejos a la función del parámetro de
transporte anómalo, α(z, r), usando propiedades locales del plasma, medidas exper-
imentalmente, como objetivos del proceso de ajuste del transporte turbulento [77].

• El análisis numérico de HETs apantallados magnéticamente con paredes conduc-
toras [162] y la comparación con HETs con paredes dieléctricas, en términos de
rendimiento, propiedades locales del plasma y deposición de enerǵıa en las pare-
des [163]. Dado que el apantallamiento magnético reduce significativamente la in-
teracción plasma-pared, es posible cambiar paredes dieléctricas por metálicas en un
HET, con una mejora asociada en las propiedades mecánicas y térmicas del motor.

• El estudio numérico sobre el impacto en el rendimiento del uso de diferentes config-
uraciones alternativas para la inyección de propulsante, tales como la “alimentación
invertida” o la “alimentación rotativa” [324–326]. La necesidad de aumentar la efi-
ciencia de utilización del propulsante en la operación de un HET con propulsantes
alternativos justifica la realización de este estudio.

El tercer grupo de futuras ĺıneas de trabajo, correspondiente al análisis numérico del
propulsor WET-HET operado con agua como propulsante, incluye:

• La mejora de la versión axial-radial del código PlasmaSim. Algunos de los posi-
bles desarrollos futuros son: (i) la implementación de un sistema de coordenadas
ciĺındricas que modele correctamente la curvatura de la geometŕıa anular HET y (ii)
el acoplamiento de las direcciones axial y radial con la azimutal para la resolución
autoconsistente del transporte anómalo [116].
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• La caracterización completa 2D promediada en el tiempo de la descarga de plasma
del WET-HET con productos de electrólisis de agua y vapor de agua. Esto incluye el
análisis de las principales fuentes de ineficiencias, la comparación de las propiedades
locales del plasma con las de las descargas de Xe, la sugerencia de mejoras para una
operación más eficiente con agua (es decir, modificaciones geométricas u operativas),
y la comparación con resultados experimentales [321].

• La caracterización, con resolución temporal, de la operación del motor WET-HET
con agua como propulsante. El análisis se centraŕıa en las oscilaciones de baja
frecuencia de la descarga, la dinámica de las diferentes especies y cómo se comporta
el breathing mode en una descarga con propulsantes moleculares.
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