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who is an excellent workmate and friend. I hold you all in great esteem.

Finally, I want to thank the international experts who reviewed and improved this thesis, Prof.
Dr. Ralf Schneider (Group leader of Computational Sciences at Greifswald University) and Dr.
Paul-Quentin Elias (Research Scientist at the French Aerospace Lab ONERA).

The research leading to the results of this thesis has been funded mainly by the European
Union H2020 program under grant agreement 730028 (Project MINOTOR). Subsequent funding
came from the ESPEOS project, funded by Agencia Estatal de Investigación (PID2019-108034RB-
I00/AEI/10.13039/501100011033). Sánchez-Villar funding came from the spanish Ministry of Sci-
ence, Innovation and Universities under FPU scholarship program with grant FPU17/06352. Ad-
ditionally, the same program funded the research stay carried out by Sánchez-Villar at ONERA’s
center in Paris during spring 2021, under grant agreement EST21/00696.

Alvaro Sánchez-Villar
Universidad Carlos III de Madrid

December 15, 2021



List of publications

Refereed journals

� A. Sánchez-Villar, J. Zhou, E. Ahedo and M. Merino. Coupled plasma transport and elec-
tromagnetic wave simulation of an ECR thruster. Plasma Science Sources & Technology,
30(3):035003, mar 2021. DOI: 10.1088/1361-6595/abde20.

The novel electromagnetic wave finite element solver ATHAMES is coupled to HYPHEN, a
plasma transport code. A coupling tool prepared by J. Zhou was adapted by A. Sánchez-Villar
to the interface with ATHAMES. With the aid and guidance of his advisors, A. Sánchez-
Villar is author of the whole paper tasks: implementation of the electromagnetic wave code,
perparation of the simulation data and adaptation of the simulation to ECRT, production
and analysis of the results, and writing of the paper except the electron fluid module part,
written by J. Zhou. The contents of this article are adapted to the thesis format and are
fully included in chapters 2, 4, and 5. Whenever material from this source is included in this
thesis, it is singled out with typographic means and explicit reference.

Two other publications are being prepared for journal submission:

� A. Sánchez-Villar, F. Boni, V. Désangles, J. Jarrige, D. Packan, E. Ahedo, M. Merino.
Comparison of hybrid coaxial ECR thruster model to experimental measurements (to be sub-
mitted).

The contents of this paper show the comparison of experimental measurements obtained
with a version of the ECRT prototype built at ONERA, to numerical results obtained using
the hybrid ECRT coupled electromagnetic and plasma transport model presented in this
thesis. The comparison was carried out during the research stay period of A. Sánchez-Villar
at ONERA facilities. The experimental measurements were obtained by F. Boni and V.
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Abstract

The interest in novel disruptive technologies as the electrodeless plasma thrusters (EPTs) is
growing with the maturity of electric propulsion (EP). EPTs combine a magnetic nozzle (MN)
with a radiofrequency waves as the Helicon plasma thruster (HPT) or microwaves as the electron
cyclotron resonance thruster (ECRT), to generate the plasma and sustain the discharge, thus elim-
inating electrodes which are often considered lifetime-limiting components. The implementation
of robust and reliable simulation codes capable of reproducing the phenomena occuring in EP
thrusters and estimating performances is crucial not only to accelerate and optimize their design
but also allows to bring deeper insight to the details govering their operation.

This thesis focuses on the numerical modeling and simulation of ECRTs. The thesis contents
can be divided into: (i) literature review and exploration of a one-dimensional (1D) wave model,
(ii) development of a two-dimensional (2D) electromagnetic (EM) wave code, (iii) coupled simu-
lations of ECRTs, and (iv) comparison campaign with experimental results.

Part of the thesis is focused in the development of an EM code, in absence of one applicable
to the description of EM wave propagation and absorption in ECRTs. First of all, a thorough
literature review of existing methods and phenomena present in ECR plasmas, ECRTs and related
technologies was carried out. Specifically, a 1D model of the right-hand polarized wave propagation
and absorption was revisited, providing further insight on the role of collisionality and showing
the response of individual electrons to the wavefields obtained, estimating the energy absorbed by
electrons per resonance pass.

A 2D axisymmetric full-wave code, named ATHAMES, is implemented to solve Maxwell’s in-
homogeneous wave equation combined with a collisional cold plasma model using a variational
formulation based on Galerkin’s finite element method. The code uses an unstructured mesh
which provides several benefits, being the most relevant the description of complex arbitrary ge-
ometries and the use of local refinement. The latter allows to perform a predictive mesh refinement
strategy based on the local EM properties key to obtain computationally efficient solutions. Solu-
tions of the EM wave fields and power absorbed by the plasma were obtained together with other
outputs and these were related to the EM parametric regions found locally in the plasma.

ATHAMES was coupled to HYPHEN, a 2D axisymmetric hybrid code, and utilized to solve
for the coupled plasma transport and EM wave solutions of ECRTs. Specifically, the low power
prototype ECR30 developed by ONERA was investigated with a thorough analysis of a reference
case, followed by several parametric investigations covering mass flow rate and power, resonance
location, injector configuration and propellant species. Simulations of a 200 W ECRT prototype
were analyzed and compared with the ECRT30.

Finally, a numerical and experimental campaign has been carried out in collaboration with FPA
unit of ONERA-DPHY department at their research center. The comparison tested the simulation
model highlighting its main limitations. Results show that the coupled model is capable of partially
reproducing the experimental measurements taken along the plasma plume by the including a
dominant cross-field diffusion in both particle and energy transport.
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Resumen

El interés en tecnoloǵıas disruptivas como los propulsores de plasma sin electrodos (EPTs) está
creciendo con la madurez de la propulsión eléctrica. Los EPTs combinan una tobera magnética
(MN) con una fuente plasma por radiofrecuencia o microondas, que se usa para generar el plasma
y mantener la descarga, eliminando aśı los electrodos que suelen ser considerados componentes que
limitan la vida útil del sistema propulsivo. La implementación de códigos de simulación robustos y
fiables capaces de reproducir los fenómenos que ocurren en los propulsores EP y estimar sus actua-
ciones es fundamental, no solo para acelerar y optimizar su diseño sino para también proporcionar
un entendimiento más profundo de los detalles que dominan su correcto funcionamiento.

La tesis se centra en la modelización y simulación numérica de los propulsores por resonancia
electrón-ciclotrón, y sus contenidos pueden ser clasificados en: (i) una revisión bibliográfica del
estado del arte y exploración de un modelo unidimensional (1D), (ii) desarrollo de un código
electromagnético (EM) de ondas bidimensional (2D), (iii) simulaciones acopladas para ECRTs,
(iv) comparación con resultados experimentales.

Parte de la tesis se ha centrado en el desarrollo de un código EM, en ausencia de uno apto
para describir la propagación y absorción de ondas electromagnéticas en ECRTs. El primer paso
se basó en realizar una revisión bibliográfica de los modelos existentes usados para describir la
fenomenoloǵıa existente en los propulsores ECRT, aśı como en tecnoloǵıas similares. Un modelo
EM 1D de ondas en plasmas ECR fue implementado analizado en detalle, incluyendo el papel de
la colisionalidad. Se analizó también la respuesta individual de electrones a las soluciones de onda
obtenidas, estimando la enerǵıa absorbida por cada pase por la resonancia.

Se ha implementado un código 2D axisimétrico de onda completa llamado ATHAMES, que re-
suelve mediante una formulación variacional basada en el método de elementos finitos de Galerkin,
la ecuación de ondas inhomogenea de Maxwell junto con un tensor de plasma fŕıo colisional. El
código emplea mallas no estructuradas que proporcionan ventajas como la capacidad de describir
geometŕıas complejas o el uso de refinamiento local. Este último permite hacer un refinado de malla
predictivo en función de las propiedades electromagnéticas locales. La soluciones electromagnéticas
se han relacionado con las regiones de propagación EM halladas localmente en el plasma.

ATHAMES se ha acoplado con HYPHEN, un código bidimensional axisimétrico, y se ha utilizado
para resolver el transporte acoplado con el problema electromagnético en ECRTs. El propulsor
ECR30 desarrollado por ONERA es investigado en detalle para un caso de referencia y también
realizando estudios paramétricos del punto de operación, localización de la resonancia, geometŕıa
del inyector, o el propulsante utilizado. Además un prototipo de alta potencia (200 W) es analizado
y comparado frente al ECR30.

Finalmente, se ha realizado una campaña numérico-experimental en colaboración con la unidad
FPA de ONERA-DPHY en sus instalaciones. La campaña puso a prueba el modelo implementado
detallando sus limitaciones. Los resultados demostraron que el modelo acoplado es capaz de
reproducir parcialmente las mediciones experimentales mediante la introducción de un transporte
anómalo perpendicular dominante en la difusión perpendicular de part́ıculas y enerǵıa.
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Chapter 1

Introduction

1.1 Background

The utilization of plasma discharges as propulsive systems for in-space missions is generally
known as electric propulsion (EP). The advent of EP is driven by several factors, being the most
relevant their associated reduced cost in the generation of an specific impulse (Isp). Compared
to conventional chemical propulsion systems, the specific impulse of EP systems is not limited
by temperature of the gas discharge, neither by the propellant specific heat capacity, nor by the
thruster walls melting temperature. EP systems employ electric power to ionize the propellant,
and to energize the generated plasma in order to exhaust its constituents at high velocities into
space [1–3]. The electrical power is only limited by the power available on-board of the spacecraft
(S/C). Moreover, the heat fluxes to the walls can be reduced in many cases with respect to the
chemical alternatives.

Although the use of EP systems is limited to non-impulsive in-space applications given their
characteristic low thrust density, their efficient use of propellant decreases the cost of space missions
considerably and makes them a clear-cut alternative to other propulsion systems. EP applications
not only cover attitude control systems (ACS) to maintain adequate in-orbit S/C orientation,
specially popular amongst commercial missions with the new dawn of nanosatellite constellations,
but also the development of deep space exploration missions with higher total impulse increment
requirements, which would be otherwise unattainable. Other EP advantages are their associated
long-term operation capabilities and the flexibility they provide to space missions due to the
throttleability of their propulsive systems.

The complexity and diversity of EP technologies employed to move satellites and S/C in space
requires substantial investment and research efforts in order to achieve a high Technology Readiness
Level (TRL). Amongst these, mature EP technologies ordered in increasing Isp and decreasing
thrust to weight ratio are the resisto-jet, the arc-jet, the Hall-effect thruster (HET) and the gridded
ion thruster (GIT). The first two belong to the category of electro-thermal thrusters as they heat
the propellant up with electric energy and utilize the same principle of chemical propulsion systems
to convert the thermal energy into kinetic directed energy through the use of a conventional Lavar
nozzle. The GIT is considered an electro-static propulsion system as the ions are accelerated by
the use of an electrostatic field generated by two biased grids to different potentials. The HET
belongs to the category of electro-magnetic propulsion systems since its operation is based on the
interaction between an internal plasma current j and a magnetic field B.

The abovementioned mature technologies make use of electrodes either for sustaining the electric
discharge or as means of plume charge neutralization. For instance, the HET makes use of an

1
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external cathode to perform these two tasks, while the GIT always uses an external cathode to
neutralize the discharge, and the discharge is sustained either by the use of an emissive cathode
or by radiofrequency (RF) generation [4]. Electrodes suffer from enhanced erosion driven by the
strong plasma-wall interaction and the considerable particle and energy fluxes they are subjected
to. As a result, these are often lifetime-limiting components. Electrodeless plasma thrusters
(EPTs) use electromagnetic (EM) heating to generate and energize the plasma, and thus allow
eliminating exposed electrodes from their design. The plasma is then accelerated through the use
of a magnetic nozzle (MN), that reduces plasma-wall interaction guiding the plasma expansion
downstream and contributing to generating thrust. EPT techonologies are the electron cyclotron
resonance plasma thruster (ECRT)[5–12], the Helicon plasma thruster (HPT) [13–17] and the
VASIMR [18]. The fundamental difference between these technologies is the type of electromagnetic
power absorption utilized by the concept. The HPT utilizes non-resonant heating to increase the
electron temperature of the plasma discharge. The VASIMR, with a further complex design, adds
to a helicon heating stage a second rocket stage where ion cyclotron resonance heating is employed
to increase the ion energy with main objective of achieving higher thruster specific impulse. The
ECRT utilizes an electron cyclotron resonance (ECR) region to heat the plasma. In this region, the
right-hand polarized (RHP) electromagnetic fields resonate with the electron motion, increasing
the kinetic energy of their cyclotron motion. The resulting electron distribution function (EDF) is
highly anisotropic, featuring high perpendicular electron temperatures.

Electron cyclotron resonance has been successfully used to generate and heat up plasmas since
the 1960’s. In 1960, the energization of a magnetoplasma with microwave power by electron cy-
clotron resonance heating (ECRH) was first observed experimentally in the Oak Ridge energetic-ion
trapping program. Afterwards, theoretical and experimental efforts were made to obtain a consis-
tent unified theory of ECR phenomena. Amongst the main applications of ECR phenomenology,
noteworthy are ECR emission and absorption for fusion plasmas[19] and the design of ECR ion
sources (ECRIS)[20]. ECRIS have been found to be a useful technology for various applications
such as atomic physics and plasma etching[21]. The combination of an ECR source with a magnetic
nozzle (MN) has also been proposed as a plasma thruster for space propulsion[9, 22–26]. In this
concept, microwaves of a few GHz are used to generate and energize a plasma that then expands
in a divergent magnetic field to generate thrust contactlessly.

As could be expected, the plasma-wave interaction problem is central to ECR thrusters and any
other ECR applications. The complexity of this problem is high, as it results from the interplay
of multiple simultaneous phenomena, including wave propagation, absorption, cutoffs, reflections,
resonances and mode conversions[27–30]. All these mechanisms depend on the plasma and magnetic
parameters, in particular the plasma density and collisionality, the magnetic field strength and
direction, and the geometry and boundary conditions of the domain. Moreover, to a large extent,
especially near resonances, propagation and absorption are affected by plasma temperature, kinetic
features, inhomogeneities, and bulk plasma velocity. Lastly, while the abovementioned phenomena
are linear, non-linear interactions also exist in the case of high-amplitude waves. In order for an
ECR source to operate successfully and heat the plasma, the wave must be able to propagate
through the plasma and reach the resonance regions where it is absorbed without being reflected,
a problem known as accessibility[31].

Substantial effort has been dedicated to understand and model the mechanisms that govern the
propagation and absorption of electromagnetic waves in a plasma near the ECR [32–36]. On the
one hand, ray and beam tracing algorithms [37–39] have been successfully employed to analyze
the propagation and accessibility problems. These methods rely either on a cold plasma or on
a kinetic dielectric tensor description, and are suitable for regions where the WKB condition is
satisfied, i.e., wherever the wavelength is much smaller than the characteristic gradient lengths
in the plasma or magnetic field. This, unfortunately, excludes the neighborhood of resonances
and cutoffs. Given their small size, often comparable to the wavelength, ray and beam tracing
schemes are not the best approach to model ECR thrusters. On the other hand, full-wave models
solve Maxwell’s equations simultaneously for all propagating modes in all propagating directions
in the simulation domain, either in the time[40, 41] or frequency domain[42–45], and either in 1D,
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2D or 3D geometries. The majority of full-wave numerical models can be broadly classified into
finite difference, finite volumes, and finite element methods. By large and far, since the advent
of computers, the most extended and successful of these techniques for electromagnetic problems
have been finite differences[46] (FD) and finite elements[47, 48] (FE):

1. In FD, the differential operators of the wave equations are discretized on a structured grid.
These methods are typically simple to analyze and easy to set up and implement. The main
drawbacks of FD stem from their reliance on a structured grid: it is difficult to deform the
mesh to accommodate complex geometries, or to refine the resolution in a particular region.

2. On the other hand, FE are based on expressing the solution in a vector basis of a given
function space. A weak formulation of the problem is used to find the best linear combination
of the functions of this basis to represent the solution according to some criterion. The domain
is decomposed into cells—elements—of arbitrary size and shape, and the basis functions are
selected such that they have a compact support, with non-zero values only in a small number
of these elements. FE methods do not rely on a structured grid and thus they can easily deal
with complex geometries or regions with different resolutions. As a downside, the formulation
and implementation of these methods is more complex than FD, and accuracy assessment is
less straightforward.

In spite of these experimental and modeling efforts and the plethora of existing techniques, the
understanding of the plasma-wave problem in ECR thrusters is still far from complete, and at
present, a predictive model that can explain power deposition and be used to optimize the thruster
design is still lacking.

In 2016, the 2020 Horizon project MINOTOR[49], prepared in joint efforts with other research
groups and companies and led by ONERA-DPHY FPA’s unit, was funded by the European com-
mission (EC). The main goal of the project was to demonstrate the feasibility of a novel ECRT
technology based on a coaxial waveguide design [11, 12, 26, 50–53] as a disruptive game-changer in
EP, with an in-depth numerical and experimental investigation plan to bring the technology from
TRL3 to TRL5.

In the context of this project, this Thesis focuses on the theoretical modeling efforts required
to develop a complete coupled plasma transport and electromagnetic simulation code of the real
prototypes and to assist in its development and optimization. Previous models available [54]
for electromagnetic simulation resulted inapt and insufficient for the modeling required for this
application, specifically to the case of resonant absorption plasmas using ECR. Thus, it was required
to develop a novel electromagnetic wave simulation code for low temperature ECR plasmas. The
transport modeling would be carried out applying HYPHEN simulation platform to the ECRT,
and the development of an infrastructure to obtain coupled simulations of both the transport and
electromagnetic problems.

1.2 Objectives

The main objectives of the thesis are:

1. The main goal of the Thesis is the development and implementation of a complete two-
dimensional axisymmetric code that simulates the plasma production, its transport and ac-
celeration in electron cyclotron resonance thrusters.

2. Among this development, the biggest contribution of the Thesis is to model the propagation
and absorption of electromagnetic waves in magnetized inhomogeneous plasmas, capable of
reproducing the ECR absorption, hybrid resonances and the different propagation cutoffs.

3. The third objective is based on simulating the ECRT-MINOTOR prototype and assisting
the improvement and optimization of the prototype design based on the understanding of
the thruster operation.
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4. Additionally, in order to comprehend the operational principles of the thruster and its major
inefficiencies, several parametric studies on both thruster operation and design are carried
out.

5. A secondary goal of the Thesis is to analyze the performances and operation of the thruster
with different propellants.

6. Furthermore, using the model, simple scaling laws of the thruster are obtained based on
simulations using different powers and thruster size.

1.3 Thesis structure

The rest of the thesis is structured as follows:

� Chapter 2 details the fundamental concepts of electromagnetic wave in cold magnetized plas-
mas, highlighting the principal wave modes, cutoffs and resonances that serve as a theoretical
baseline for the rest of the thesis.

� Chapter 3 revisits the one dimensional right-hand polarized wave propagation and absorp-
tion model of Williamson [34] and the asymptotic solutions obtained by Budden [55] for the
collisionless limit. The model is analyzed in detailed exploring its main parameters. Ad-
ditionally, the solutions obtained are applied to solve for the electron response in a ECR
crossing event and the energy gain per electron crossing is computed. Energy gains obtained
are compared Liebermann’s approximation [30]. Part of the contents of this chapter are
based on a conference paper [56].

� Chapter 4 describes ATHAMES code, which uses a full-wave model to solve for the electro-
magnetic waves in magnetized plasma featuring multiple cutoffs and resonances. Predictive
mesh refinement used by the model is explained and shown to apply local mesh refinement
based on the local resolution requirements given by the propagating modes dispersion rela-
tions. Both a preliminary planar version and the axisymmetric two dimensional code are
explained and its verification is shown. Part of the contents of this chapter have been pub-
lished in a peer-reviewed journal publication [57] and two conference papers [58, 59].

� Chapter 5 shows the contents published in the peer-reviewed journal Plasma Sources Science
and Technology [57]. A reference ECRT prototype is simulated with coupled simulations of
ATHAMES with HYPHEN [60], obtaining results of the two dimensional plasma transport
and electromagnetic wave properties and derived thruster performance figures. Comparison
of the results with existing experimental data showed fair agreement on estimated macro-
scopic variables as well as thruster performance figures.

� Chapter 6 details a parametric investigation on the operational point and design of the ECRT
analyzed in chapter 5 for a single operating point. The chapter demonstrates the capabilities
of the coupled simulations to characterize the operation of ECRTs at different operating
points showing both consistency and robustness of the results obtained in the reference
case. Modifications on the design as the displacement of the resonance location and the
injector orientation, and their associated impact on plasma transport and electromagnetic
properties are thoroughly analyzed, highlighting some recommended thruster design choices.
A sensitivity analysis to anomalous transport coefficient is also detailed. Part of the contents
of this chapter are based on a conference paper [61], and are being prepared for submission
to the peer reviewed journal Plasma Sources Science and Technology [62].

� Chapter 7 applies the capabilities of HYPHEN to test the influence of different alterna-
tive propellants, providing a detailed comparison of the thruster performance and plasma
transport and electromagnetic properties obtained.
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� Chapter 8 analyzes the effects of scaling up the ECRT geometry, comparing a high power
(200 W) ECRT prototype with the ECR30 utilized in chapters 5, 6 and 7. The 200 W
ECRT is proven to outperform the low power version, while maintaining multiple features
characteristic of the low power version.

� Chapter 9 shows the results of both a numerical and experimental campaigns carried out on
the ECRT in collaboration with ONERA research group, to test the capabilities of the code
and highlight its main limitations. In the investigation, the effect of anomalous transport
coefficient on the solutions is analyzed and the code is shown to be capable of reproducing
partially the plasma properties in the plume. The contents of this chapter are based on a
publication being prepared in collaboration with ONERA to be published in a peer-reviewed
journal [63].

� Chapter 10 gathers the principal conclusions of the thesis and provides a list of key future
directives to continue this research.

� Appendix A gathers the principal simulation results for the parametric investigation shown
in chapter 6.





Chapter 2

Electromagnetic waves in cold plasmas

The purpose of this chapter is to introduce the fundamental concepts of electromagnetic propa-
gation and absorption in arbitrary plasmas, revisited in [27, 64, 65]. The formulation shown here
uses the International System of Units. Starting with Maxwell’s equations we define the concepts of
susceptibility and dielectric tensor, thus reaching the wave equation in plasmas assuming all plasma
species can be treated as a fluid with negligible temperature and featuring an effective collisionality
with other species. Additionally, the dispersion relation and the principal electromagnetic waves
resulting from the plasma response to electromagnetic excitation in a magnetized uniform plasma
is explained, introducing the concepts of cutoff and resonance. The CMA diagram is utilized to
comprehend a complete picture of the different waves appearing the plasma in parametric space.
Other concepts as wave polarization, Poynting’s theorem and the definition and appearance of an
electromagnetic power absorption in cold plasmas are reviewed.

2.1 Maxwell’s Equations

The propagation of electromagnetic waves is governed by Maxwell’s equations,i.e.

∇×E = −∂B
∂t

, (2.1–1)

∇ ·E =
ρ+ ρa
ε0

, (2.1–2)

∇×B = µ0ε0
∂E

∂t
+ µ0 (j + ja) , (2.1–3)

∇ ·B = 0 , (2.1–4)

being j and ρ the plasma electric current and charge densities that result from the sum of the
contributions of all charged species, and ja and ρa the electric current and charge densities that
act as generic source terms modeling the electromagnetic excitation of antennas, radiating elements,
etc. present in the domain.

Equations (2.1–1)-(2.1–4) must be solved together with the kinetic equations of each plasma
species to close the model. The general problem is nonlinear, and the plasma current and charge
j, ρ depend on the electromagnetic fields and the distribution function of each plasma species in the
past light cone[27, 66]. Several approximations of varying level of sophistication are used to reduce
the complexity of the approach. Starting of with the standard kinetic tensor description of the
plasma, the kinetic equations are linearized and the plasmas is assumed infinite and uniform. A
Fourier/Laplace analysis in time and space allows expressing the plasma contributions j, ρ through
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a dielectric tensor form κ, which is a function of the applied frequency ω and the wave vector k
[27]. Plasma inhomogeneities and boundaries limit the validity of this solution [67].

2.2 The cold plasma approximation

A further approximation, which ends up with the model used in this thesis, is treating the
plasma as cold. The cold plasma approximation assumes thermal kinetic energy of each plasma
species is negligible an that each species macroscopic velocity is negligible. As a result, the j, ρ
can be defined as local, so the tensor ¯̄κ is no longer a function of the wavenumber. Specifically, the
cold plasma approximation is sufficient [68] given that

ℓ2th,s
λ2⊥

≪ 1 , (2.2–1)∣∣∣∣ω −Nωcs
k∥vth,s

∣∣∣∣2 ≫ 1 , (2.2–2)

where ℓth,s = vth,s/ωcs is the thermal Larmor radius being vth,s and ωcs the thermal velocity
and cyclotron frequency of plasma species s, λ⊥ is the perpendicular (w.r.t. the magnetic field)
wavelength, N is the cyclotron harmonic number and k∥ is the parallel wavenumber. Condition
(2.2–1) states that the perpendicular thermal spatial dispersion is negligible. Condition (2.2–2)
states that for N = 0 the thermal velocity of particles must be smaller than the parallel wave
phase velocity |v∥| = ω/k∥. For N ≥ 1, it states that this approximation cannot reproduce the
resonance phenomena between particles and electromagnetic waves close to the different cyclotron
harmonics.

2.3 Susceptibility and the cold plasma dielectric tensor

The plasma electric current and charge densities are to be included in Eqs.(2.1–1)-(2.1–4). Heald
et al. [64] models the plasma current as a conductive current. An equivalent approach is defined
by Stix [27], where j is included as a displacement current in a dielectric medium. Thus, in absence
of applied excitation currents Eq. (2.1–3) can be written as

∇×B = µ0

(
ε0
∂E

∂t
+ j

)
= µ0

∂D

∂t
. (2.3–1)

Let us assume that the background magnetic field B0 and plasma density n0 are steady and
uniform in space and that electromagnetic response induces first-order quantities for any component
of E, B, or scalar quantities as the perturbed plasma density n1, etc. that evolve as the harmonic
plane wave solutions as

F = ℜ
{
F̄ei(k·r−ωt)

}
. (2.3–2)

In Eq. 2.3–2 symbol ℜ represents “the real part of”, F̄ denotes the complex amplitude of variable F
and k is the wave propagation vector, whose direction defines the propagation of the wave and its
magnitude the wavenumber. The sign convention for the exponential implies that the propagation
for positive ω takes place in the k direction as t > 0.

From equation (2.3–1) one may find that

D̄(ω,k) = ε0 ¯̄κ(ω,k) · Ē = ε0Ē(ω,k) +
i

ω
j̄(ω,k) , (2.3–3)

where
¯̄κ(ω,k) = ¯̄1 +

∑
s

¯̄χs(ω,k) . (2.3–4)
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is the dimensionless dielectric tensor, being ¯̄χs the susceptibility tensor of each plasma species s.
The dielectric tensor description allows to describe homogeneous plasmas composed of multiple
species by addition of their different susceptibility contributions.

The plasma current is defined by the macroscopic velocities ūs of each species s

j̄ =
∑
s

j̄s =
∑
s

qsnsūs , (2.3–5)

where qs and ns are their respective signed charge and density. The contribution to plasma current
by the susceptibility is

j̄s = ¯̄σs · Ē = −iωε0 ¯̄χs · Ē , (2.3–6)

being ¯̄σs(ω,k) the s plasma species contribution to the conductivity tensor ¯̄σ(ω,k). Using definition
(2.3–6), the dielectric tensor can also be expressed in terms of the conductivity as

¯̄κ(ω,k) = ¯̄1 +
i

ωε0

∑
s

¯̄σs(ω,k) . (2.3–7)

2.3.1 Cold plasma dielectric tensor including collisions

Eqs. (2.3–3) and (2.3–5) show that the dielectric tensor relates the plasma currents with the
electromagnetic fields, specifically the electric field. In order to find this correlation, let us study
the equation of motion for particle s in a cold plasma limit.

The momentum conservation equation for species s with massms, signed charge qs, and velocity
us, including its effective collision or damping frequency νs, is

ms
dus
dt

= qs (E + us ×B0)−msνsus . (2.3–8)

Application Fourier analysis in time to Eq.(2.3–8) and projecting in Cartesian basis {1x,1y,1z}
assuming a purely axial applied magnetic field B0 = B01z, the system results in

−i (ω + iνs) ûx =
qs
ms

Êx +Ωsûy , (2.3–9)

−i (ω + iνs) ûy =
qs
ms

Êy − Ωsûx , (2.3–10)

−i (ω + iνs) ûz =
qs
ms

Êz , (2.3–11)

where

Ωs = ωcs =
qsB0

ms
, (2.3–12)

is the signed gyrofrequency of species s, which changes sign with qs. In Eqs. (2.3–9) -(2.3–11)
the temporal evolution in the exponential is canceled out while the Fourier complex amplitude
components F̂j of the fields and oscillating variables defined as

Fj = ℜ
{
F̂je

−iωt
}
, (2.3–13)

has been maintained.
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Note that equations (2.3–9)-(2.3–10) are coupled, contrary to Eq. (2.3–10). The macroscopic
velocity components resulting from electromagnetic excitation are then

ûx =
qs
ms

i (ω + iνs) Êx − ΩsÊy(
(ω + iνs)

2 − Ω2
s

) , (2.3–14)

ûy =
qs
ms

ΩsÊx + i (ω + iνs) Êy(
(ω + iνs)

2 − Ω2
s

) , (2.3–15)

ûz = i
qs
ms

Êz
(ω + iνs)

, (2.3–16)

where the motion in the z direction is independent of the magnetic field.
Using (2.3–5) the resulting plasma current is

ĵ =
∑
s

qsns


iqs
ms

(ω+iνs)

((ω+iνs)2−Ω2
s)

− qs
ms

Ωs

((ω+iνs)2−Ω2
s)

0

qs
ms

Ωs

((ω+iνs)2−Ω2
s)

iqs
ms

(ω+iνs)

((ω+iνs)2−Ω2
s)

0

0 0 i qsms
1

(ω+iνs)ms

 ·

ÊxÊy
Êz

 . (2.3–17)

Applying the definition given in Eq. (2.3–7) provides the ¯̄κ, usually expressed as in Ref. [27, 30]

¯̄κ =

κ⊥ −iκ× 0
iκ× κ⊥ 0
0 0 κ∥

 , (2.3–18)

where

κ⊥ = 1− ω + iνs
ω

∑
s

ω2
ps(

(ω + iνs)
2 − Ω2

s

) , (2.3–19)

κ× =
∑
s

Ωs
ω

ω2
ps(

(ω + iνs)
2 − Ω2

s

) , (2.3–20)

κ∥ = 1−
∑
s

ω2
ps

ω (ω + iνs)
, (2.3–21)

being ωps the plasma frequency of species s, defined as

ω2
ps =

qs
2ns

msε0
. (2.3–22)

2.3.1.1 Cold-plasma collisionless dielectric tensor

When no damping is included (i.e. νs = 0) the classical cold plasma dielectric tensor is obtained.
For that case, the velocity, current, and dielectric tensor are:

v̂x =
qs
ms

iωÊx − ΩsÊy
(ω2 − Ω2

s)
, (2.3–23)

v̂y =
qs
ms

ΩsÊx + iωÊy
(ω2 − Ω2

s)
, (2.3–24)

v̂z = i
qs
ms

Êz
ω
, (2.3–25)
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ĵ =

ĵxĵy
ĵz

 =
∑
s

qsns


iqs
ms

ω
(ω2−Ω2

s)
− qs
ms

Ωs

(ω2−Ω2
s)

0
qs
ms

Ωs

(ω2−Ω2
s)

iqs
ms

ω

(ω2 − Ω2
s)

0

0 0 iqs
ωms


ÊxÊy
Êz

 , (2.3–26)

¯̄κ =

κ⊥ −iκ× 0
iκ× κ⊥ 0
0 0 κ∥

 =


1−

∑
s

ω2
ps

(ω2−Ω2
s)

−i
∑
s

Ωs

ω

ω2
ps

(ω2−Ω2
s)

0

i
∑
s

Ωs

ω

ω2
ps

(ω2−Ω2
s)

1−
∑
s

ω2
ps

(ω2−Ω2
s)

0

0 0 1−
∑
s

ω2
ps

ω2

 . (2.3–27)

2.3.2 Diagonalization of the dielectric tensor

The dielectric tensor defined by Eqs.(2.3–18)-(2.3–21) is generally given with the following no-
tation

¯̄κ =

 S −iD 0
iD S 0
0 0 P

 . (2.3–28)

In this section, a derivation of this notation and the physical meaning of S, D and P is provided.
According to matrix diagonalization theory, a square matrix ¯̄A can be converted into a diagonal

matrix ¯̄D that shares the fundamental properties of ¯̄A.
For ¯̄A ∈ Cn×n to be diagonalizable, ∃ ¯̄T s.t:

¯̄D = ¯̄T−1 ¯̄A ¯̄T , (2.3–29)

where

� ¯̄D = diag {σ1 , σ2, . . . , σn} ,σi ∈ | ¯̄A− σi
¯̄1| = 0 .

� ¯̄T = [v1,v2, . . . ,vn] , (
¯̄A− σi

¯̄1) · vi = 0 , vi ∈ C .

In other words, there exists a basis in which the ¯̄A is found to be diagonal. The generalized
dielectric tensor given in Eq.(2.3–18) is found to be diagonalizable and therefore to have solutions
for the eigenvalue problem

|¯̄κ− σ¯̄1| = 0; (¯̄κ− σi
¯̄1) · vi = 0 , (2.3–30)

being the eigenvalues σi and eigenvectors vi

1. σ+ = κ⊥ − κ× = L, 1+ = [ 1, -i, 0 ] .

2. σ− = κ⊥ + κ× = R, 1− = [ 1, i, 0 ] .

3. σ∥ = κ∥ = P, 1∥ = [ 0, 0, 1 ] .

where

L ≡ 1 +
∑
s

χs
+ = 1−

∑
s

ωps
2

ω (ω + iνs − Ωs)
, (2.3–31)

R ≡ 1 +
∑
s

χs
− = 1−

∑
s

ωps
2

ω (ω + iνs +Ωs)
, (2.3–32)

P ≡ 1−
∑
s

ωps
2

ω (ω + iνs)
. (2.3–33)
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where L, R, and P, stand for “left-hand”, “right-hand”, and “parallel”, which as it is shown in
§2.5, are referring to propagation wave modes in a cold plasma. Thus, dielectric tensor formulation
given in (2.3–18) is preferred by most literature [27, 65], defining

S =
1

2
(R+ L) ≡ κ⊥ , (2.3–34)

D =
1

2
(R−L) ≡ κ× , (2.3–35)

where S & D stand for “sum” and “difference”.
Therefore, either in the collisionless or collisional limits, the cold plasma dielectric tensor can

be expressed in diagonal form as

¯̄κ± =

L 0 0
0 R 0
0 0 P

 . (2.3–36)

in the so-called rotating basis [64] {1+,1−,1∥} that forms the transformation matrix allowing to
correlate components between both basis asv̂xv̂y

v̂z

 =

 1 1 0
−i i 0
0 0 1


︸ ︷︷ ︸

¯̄T

v̂+v̂−
v̂z

 , and

v̂+v̂−
v̂z

 =

 1
2

i
2 0

1
2 − i

2 0
0 0 1


︸ ︷︷ ︸

¯̄T−1

v̂xv̂y
v̂z

 , (2.3–37)

or

Ê± =
1

2

(
Êx ± iÊy

)
, v̂± =

1

2
(v̂x ± iv̂y) . (2.3–38)

2.3.3 Hermitian and antihermitian parts of the dielectric tensor

In the collisionless case (i.e. νs = 0), the cold plasma dielectric tensor is Hermitian, i.e. equal
to its conjugate transpose, so that ¯̄κ = ¯̄κH where

¯̄κH = ¯̄κ∗ , (2.3–39)

where operator ∗ stands for the complex conjugate transpose. According to the spectral theorem
any Hermitian matrix can be diagonalized and its eigenvalues are purely real, which it is the case
for L, R, and P with νs = 0 .

Inclusion of collisions leads to the appearance of an antihermitian part of the dielectric tensor
such that

¯̄κ = ¯̄κH + ¯̄κA , (2.3–40)

where

¯̄κH =
1

2

(
¯̄κ+ ¯̄κ†

)
=

 ℜ{S} -iℜ{D} 0
iℜ{D} ℜ{S} 0

0 0 ℜ{P}

 , (2.3–41)

and

¯̄κA =
1

2

(
¯̄κ− ¯̄κ†

)
= i

 ℑ{S} -iℑ{D} 0
iℑ{D} ℑ{S} 0

0 0 ℑ{P}

 . (2.3–42)

As could be expected, in the rotating basis, these matrices are

¯̄κH± =

ℜ{L} 0 0
0 ℜ{R} 0
0 0 ℜ{P}

 , (2.3–43)
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and

¯̄κA± = i

ℑ{L} 0 0
0 ℑ{R} 0
0 0 ℑ{P}

 . (2.3–44)

where the eigenvalues are purely real for ¯̄κH and purely imaginary for ¯̄κA. Thus, for a dielectric
tensor with collisions, the eigenvalues given in Eqs. (2.3–31):(2.3–33) are complex, and their real
and imaginary parts correspond to the eigenvalues of ¯̄κH and ¯̄κA, respectively. The real or complex
character of the eigenvalues have a key implication in the propagation of waves. The imaginary
part acts as wave damping.

2.4 The wave equation

Including the definition of the dielectric tensor in equations (2.1–3)-(2.1–4), and expressing the
equations in frequency domain results in

∇× Ê = iωB̂ , (2.4–1)

∇ ·
(
ε0 ¯̄κ · Ê

)
= ρ̂a , (2.4–2)

∇× B̂ = −iωµ0ε0 ¯̄κ · Ê + µ0ĵa , (2.4–3)

∇ · B̂ = 0 . (2.4–4)

Taking the curl of Eqs. (2.4–1) and combining with Eq. (2.4–3)), the so-called inhomogeneous
Maxwell’s wave equation is found, i.e.

∇×∇× Ê − ω2

c2
¯̄κ · Ê = iωµ0ĵa , (2.4–5)

where inhomogeneous stands for the presence of excitation source term ĵa, and c =
1√
µ0ε0

is the

propagation speed of electromagnetic waves in free space (i.e. vacuum).

Let us project the homogeneous form of Eq. (2.4–5) (i.e. ĵa = 0) in basis {1+,1−,1z}. For
that, the left hand side of Eq. (2.4–5) can be expressed as

∇×∇× Ê = ∇
(
∇ · Ê

)
−∇2Ê . (2.4–6)

For the purely axial case in Cartesian coordinates, ∂/∂x = ∂/∂y = 0, so that Eq. (2.4–6) is

∇
(
∇ · Ê

)
−∇2Ê = −∂

2Êx
∂z2

1x −
∂2Êy
∂z2

1y , (2.4–7)

so that one-dimensional (1D) the wave equation can be expressed as

−

Ê′′

x

Ê
′′

y

0

 =
ω2

c2
¯̄κ

ÊxÊy
Êz

, (2.4–8)

where ( )′ ≡ ∂/∂z. Then it follows that,

−Ê
′′

xy = k20 ¯̄κxyÊxy ,

− ¯̄T Ê
′′

± = k20 ¯̄κxy
¯̄T Ê± ,

−Ê
′′

± = k20
¯̄T−1 ¯̄κxy

¯̄T︸ ︷︷ ︸
¯̄κ±

Ê± .
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where transformation matrix ¯̄T is defined in (2.3–37), subscripts ( )xy and ( )± refer to Cartesian
and rotating basis, respectively, and k0 = ω/c is the electromagnetic wavenumber in free space.

As a result, the 1D homogeneous wave equation can be expressed in the rotating basis as

Ê
′′

± + k20 ¯̄κ±Ê± = 0 . (2.4–9)

Note that by using this change of basis for parallel propagation in the only-axial limit, the Ê+, Ê−
and Êz components of the electric field are fully uncoupled, and being Êz constant. The evolution
of each Ê+ and Ê− can be then analyzed independently by solving

∂2Ê+

∂z2
+ k20LÊ+ = 0 , (2.4–10)

∂2Ê−

∂z2
+ k20RÊ− = 0 . (2.4–11)

Solutions of equation (2.4–11) are governed by the single-turning point theory [27, 55], of special
interest for the thesis, and are revisited in Chapter 3.

2.5 The infinite homogeneous plasma dispersion relation

Application of space harmonics expansion 1 (see Eq. (2.3–2)) for the electromagnetic fields to
Eq. (2.4–5), in absence of applied excitation, results in the homogeneous plasma wave equation

k ×
(
k × Ē

)
+
ω2

c2
¯̄κĒ = 0 . (2.5–1)

Normalization of the wave propagation vector with the wavenumber in free space k0 results in the
definition of the refractive index vector

n = k/k0 = kc/ω = k/v , (2.5–2)

where n = |n| is the refractive index and equal to the ratio between the propagation speed of
electromagnetic waves in free space and the wave phase velocity v, which is the rate at propagation
of the wave phase through the medium. Combining Eqs. (2.5–1) and (2.5–2) results in equation

¯̄D · Ē = 0 , (2.5–3)

where
¯̄D =

{
nn− n2¯̄1 + ¯̄κ

}
, (2.5–4)

is the dispersion relation matrix. For axial applied magnetic field B0 = B01z, the refractive index
vector can be expressed as n = cosβ1z +sinβ1x assuming it is contained in x, z plane, where β is
the angle with the symmetry axis. Equation (2.5–3) becomesS − n2 cos 2β −iD n2 cosβ sinβ

iD S − n2 0
n2 cosβ sinβ 0 P − n2 sin 2β

ĒxĒy
Ēz

 =

0
0
0

 . (2.5–5)

The non-trivial solution of Eq. (2.5–5) is obtained for a null matrix determinant. This equation
gives the dispersion relation, that describes the relation between the wave frequency and its wave-
length or propagation vector, ω = ω(k). The roots of the dispersion relation are the natural modes
of oscillation of the electromagnetic system, or the wave modes of the system.

1Note that ∇× F = ik × F̄ if F ∼ exp i (k · r − ωt)



CHAPTER 2. ELECTROMAGNETIC WAVES IN COLD PLASMAS 15

The general expression for the dispersion relation is

An4 − Bn2 + C = 0, (2.5–6)

where

A = S sin 2β + P cos 2β , (2.5–7)

B = RL sin 2β + PS
(
1 + cos 2β

)
, (2.5–8)

C = PRL . (2.5–9)

The solution of (2.5–6) is

n2 =
B ± F
2A

, (2.5–10)

being

F2 = (RL− PS)2 sin 4β + 4P2D2 cos 2β. (2.5–11)

Note that in any of the solutions for n2 the expressions give two different solutions, one for the
positive sign and one for the negative sign. For the propagation at k ⊥ B0 the ± sign represents
the so-called ordinary mode and extraordinary mode respectively. For the case of k ∥ B0 they
represent the left-hand circularly polarized mode and the right-hand circularly polarized mode.

An alternative form of Eq. (2.5–6) obtained by Åström and Allis is

tan 2β =
−P

(
n2 −R

) (
n2 − L

)
(Sn2 −RL) (n2 − P)

, (2.5–12)

where the modes of propagation appear explicitly, for both principal directions, the parallel and
perpendicular.

2.6 Parallel and perpendicular propagation

The fundamental or principal wave modes in a cold plasma can be obtained from the different
solutions of Eq. (2.5–12). These are classified generally by the orientation of the propagation
vector of each mode. From now on, a two-component plasma will be considered, where notation for
electrons and singly-charged ions are subscripts e and i , respectively. In the following expressions
as in Ref. [27], terms orderO (Zme/mi) are neglected. In addition to the parallel and perpendicular
nomenclature that is defined with respect toB0 direction, the fields are also classified in longitudinal
(i.e. k ∥ Ē) and transverse (i.e. k ⊥ Ē), referring to the orientation of the electric field of the
wave with respect to the propagation vector. Although propagation can take place at any angle
β, here we show the waves appearing in the parallel and perpendicular directions.

2.6.1 Parallel propagation

The propagating modes with propagation vector parallel to the applied magnetic field (i.e.
β = 0) are obtained when the numerator of Eq. (2.5–12) is zero. These are:

▷ P = 0 : this solution represents the so-called electron plasma oscillations and as they are
unaffected by the applied magnetic field, they appear in both unmagnetized plasmas (in all
directions) and in magnetized plasmas along the parallel direction. The oscillations feature
longitudinal electric fields and appear when

ω = ωpe , (2.6–1)

but they do not represent a propagating wave or mode.
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(a) (b)

Figure 2.1: (a) Helical motion of an electron under the effect of an axial invariant magnetic field;
(b) Sketch of the ECR heating mechanism: the first row shows that the electron gains energy
continuously when interacting with a right-hand polarized wave; the second row shows that the

electron energy oscillates for left-hand polarized waves.

▷ n2 = R: this root defines the right-hand polarized (RHP) or R mode dispersion relation:

k2∥c
2

ω2
=
ω2 + ωΩe +ΩeΩi − ω2

pe

(ω +Ωi) (ω +Ωe)
, (2.6–2)

where k∥ represents the wavenumber in the direction of the applied magnetic field. The name
of right-hand polarized refers to an specific type of polarization. Polarization alludes in this
case to the phase relation between transverse electric field components of the wavefield, in
this case provided by the second row of Eq. (2.5–5):

iĒx
Ēy

=
n2 − S

D
. (2.6–3)

For the mode n2 = R , the ratio iĒx/Ēy = 1 , which corresponds to a RHP wave given by
Ēx = a cos (−ωt) = aℜ

{
e−iωt

}
and Ēy = −a sin (−ωt) = aℜ

{
ie−iωt

}
.

In the presence of a magnetic field, electrons rotate around magnetic field lines following the
right-hand rule as it is shown in Figure 2.1a. Since the electrons and the RHP wave rotate
in the same sense, when the electron gyrofrequency matches the wave frequency so that

Ωce = −ω , (2.6–4)

a work done by the right hand polarized electric field Êr (see top row of Figure 2.1b) on
the electrons along their motion causes an increase in the Larmor radius of their orbits, and
resulting in a kinetic energy gain. This process is the electron cyclotron resonance (ECR) and
can be applied to deposit electromagnetic energy in the electron species. For that absorption
some wave damping is necessary, either collisional or collisionless. Moreover, this is the
fundamental mechanism that characterizes the ECRIS and ECRT technologies.

▷ n2 = L: this root defines the left-hand polarized (LHP) or L wave dispersion relation, for which
the ratio iĒx/Ēy = −1 . Similarly to Eq. (2.6–2), its dispersion relation is:

k2∥c
2

ω2
=
ω2 − ωΩe +ΩeΩi − ω2

pe

(ω − Ωi) (ω − Ωe)
, (2.6–5)

where in this case the resonance occurs whenever

Ωci = ω . (2.6–6)

This is the so-called ion cyclotron resonance (ICR). In general this wave is employed for heat-
ing plasmas featuring magnetized ions (i.e. strong applied magnetic fields) or low frequency
excitation.
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2.6.2 Perpendicular propagation

The modes with propagation vector perpendicular to the applied magnetic field (i.e. β = π/2)
are obtained when the denominator of Eq. (2.5–12) vanishes. The roots are:

▷ n2 = P: this wave is the so-called ordinary (O) mode, as it corresponds to the modes propa-
gating in an unmagnetized plasma. The electric field of this wave is linearly polarized and
is aligned with the magnetic field direction and affects only electron parallel velocities. Its
dispersion relation reads

k2⊥c
2 = ω2 − ω2

pe , (2.6–7)

where a cutoff is obtained at the critical plasma density

ncr =
ω2ε0me

e2
, (2.6–8)

obtained when the electron plasma frequency matches the excitation frequency, also given
by P = 0 .

▷ n2 = RL/S: this wave is the so-called extraordinary (X) mode, as it depends on the ap-
plied magnetic field. The mode features only a perpendicular electric field but with both a
longitudinal and transverse components. The dispersion relation for this mode is

k2⊥c
2

ω2
=

(
ω2 + ωΩe +ΩeΩi − ωpe

) (
ω2 − ωΩe +ΩeΩi − ω2

pe

)
(ω2 − ω2

LH) (ω
2 − ω2

UH)
, (2.6–9)

where two cutoffs are found, and are those for the Eq. (2.6–2) and Eq. (2.6–5), and two
resonances can be found. The cutoffs appear for both the RHP and LHP waves and the
resonances at S = 0 are found at two different frequencies called the lower hybrid resonance
(LHR) frequency

1

ω2
LH

=
1

Ω2
i + ω2

pi

+
1

|ΩiΩe|
, (2.6–10)

and the upper hybrid resonance (UHR) frequency,

ω2
UH = Ω2

e + ω2
pe . (2.6–11)

2.7 Cutoffs and resonances

For several combinations of the problem parameters, the refractive index squared n2 is zero or
infinity. These conditions are called cutoffs and resonances, respectively. They are functions of the
plasma and magnetic field parameters, and in 3D can be understood as parametric surfaces that
act as boundaries for the propagation of the different modes.

2.7.1 Cutoffs

From Eq.(2.5–6), a cutoff (i.e. n2 = 0) appears whenever the independent term C = 0. Using
its definition given in Eq. (2.5–9), this occurs whenever either of these conditions apply:

P = 0 , (2.7–1)

R = 0 , (2.7–2)

L = 0 , (2.7–3)

which are respectively, the cutoffs for the O , R , and L waves. After crossing the cutoff n2 < 0
and the wave becomes evancescent, exhibiting a spatial decay of its amplitude as it propagates.
Contrary to other processes where this decay is produced by an absorption mechanism of the
medium, in this case, the decay manifests as the wave is not able to propagate freely past this
region. For that, these regions are known as surfaces of wave reflection.
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2.7.2 Resonances

Resonances (i.e. n2 → ±∞) occur whenever, from Eq. (2.5–7), A = 0. From this condition we
find that resonances occur at a when the propagation angle fulfills

tan2 β = −P
S
. (2.7–4)

Along the direction of the magnetic field (β = 0), resonance occurs for S = (R+L)/2 → ±∞ and
P = 0. The first one, is given by

R → ±∞ , (2.7–5)

L → ±∞ , (2.7–6)

which are respectively the ECR and the ICR. For P = 0 , all coefficients of Eq. (2.5–6) vanish, and
the value of n2 at this double limit (resonance, cutoff) depends on the specific path of approach
in the β,P plane. In fact for any other propagation direction, P = 0 is no longer a resonance.

For perpendicular propagation, the resonances are determined by

S = 0 , (2.7–7)

which occurs at the two hybrid resonances, the LHR and the UHR, which occur at the frequencies

ωLH = ω , (2.7–8)

ωUH = ω , (2.7–9)

respectively. Note that, generally, ωLHR < ωUHR, so that the UHR occurs at much higher excitation
frequencies than the LHR.

Resonances not only occur at the boundary surfaces of the principal resonances, but also at
every bounded volume where P and S have different sign, so that a real angle βres exists given
by Eq. (2.7–4). In these regions the propagation of some modes is restricted to an specific range
of propagation angles, so that their wave normal surfaces are dumbell or wheel lemniscoids [29].
Those regions are: III and X for X mode; VII, VIIIa & b for R mode; and region XIII for L mode.
The range of possible propagation angles is given by the resonant angle, featuring a resonance
at that propagation direction. Overall, in the plasmas featuring one of these wave propagation
regimes, there is a resonance for propagation directions βres and π − βres at every point in the
bounded volume.

2.8 Clemmow-Mullaly-Allis diagram for a two-component
plasma

The CMA diagram, shown in Fig. 2.2, is a parametric diagram of interest for the understand-
ing of the different propagating regimes in a cold plasma formed only by singly-charged ions and
electrons. The diagram represents the key propagating electromagnetic modes in parameter space,
where the horizontal axis represents a normalized plasma density, by parameter

(
ω2
pe + ω2

pi

)
/ω2,

and the vertical axis refers to a normalized magnetic field intensity, |Ωe|/ω . The principal cut-
offs and resonances given in Eqs.(2.7–1)(2.7–3), and Eqs. (2.7–5) (2.7–7), respectively, are shown
as boundary surfaces. These surfaces represent boundaries from the different regions of propa-
gation or bounded volumes, from I-XIII in this map. Crossing each region, a propagating mode
appears/dissapears depending on whether it existed before the crossing. An additional bounding
surface, introduced by Stix [27], is shown in dashed-dotted line separating regions from a and b by
condition RL = PS. This surface accounts for the mode-switching between X and O waves.

Plasmas can be classified according to their density into two categories. The boundary surface
limiting these two categories is the P = 0 cutoff. This condition is equivalent to ω2

pe + ω2
pi ≈
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ω2
pe = ω2, which occurs for a plasma with critical plasma density ncr given in Eq. (2.6–8). While

plasmas with ne < ncr, referred to as underdense, features P > 0, plasmas with ne > ncr, namely
overdense, present P < 0.

Figure 2.2: CMA diagram for a two component plasma, for a singly-charged ion to electron mass ratio
of 2.5. The solid lines represent bounding surfaces representing cutoffs and resonances. The wave
normal surfaces’ cross-sections at specific points of each region, representative of the type of waves
present, are shown where the corresponding propagating modes in the parallel and perpendicular
direction are represented.

The propagating modes in a cold-plasma are generally represented by their wave normal surfaces,
as represented in each bounded volume in Fig. 2.2. These plots represent the locus of the phase-
velocity vector v = (ω/k2)k. They are figures of revolution about the 1∥ axis whose cross-section
is represented in the ω/k vs β plane and the dashed circle is the speed of electromagnetic waves
in vacuum. Their solution is obtained from equation (2.5–6), given that the dimensionless wave
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phase velocity u = 1/n, so that the solutions are obtained from

Cu4 +Bu2 +A = 0 , (2.8–1)

being A, B, and C defined in Eqs. (2.5–7)-(2.5–9). Figure 2.2 includes several sub-figures showing
the wave normal surfaces of all the different propagating modes obtained numerically at the point
in the center of each sub-figure, which are representative of the morphological shapes for the entire
bounded volume.

Note that the positive or negative sign of R represents the regions where the R mode propagates
or not, respectively. This occurs for all the modes, and it is a useful tool to understand their propa-
gation. For instance, wheneverR < 0, the refractive index squared of theR wave is n2R < 0, so that
the solutions have imaginary indexes, so that the waves are evanescent, or non propagating in this
region. In regions Va and Vb, all modes are evanescent, so no wave normal surfaces are represented.

The principal regions of interest for ECRTs are overdense regions VIII and VII, where Whistler
waves appear and feature resonant absorption at specific propagation angles, and region V which
is an evanescent region. As it will be shown in chapter 5, region V dominates most of the plasma
volume contained within the ECRT chamber volume as the plasma is still overdense there, and
the ECR location is close to the backplate. A plasma density depletion is observed close to the
inner rod, leading to the appearance of a small bounded plasma volume presenting propagation
properties of region VIa. As the plasma expands downstream with B0 < Bres, the plasma density
decreases and bounded volumes with parametric regimes III II and I appear. Boundary surfaces
P = 0 and S = 0 appear there and accurate description of electromagnetic solutions close to them
will be discussed in chapter 4.

2.9 Poynting’s theorem for harmonic fields in cold plasmas

The conservation of energy for a system of charged particles and electromagnetic fields, is the
so-called Poynting’s theorem[69]. For harmonic fields (i.e. time dependence eiωt) as given in Eq.
(2.3–13), such that

E(r, t) = ℜ
{
Ê(r)e−iωt

}
=

1

2

[
Ê(r)e−iωt + Ê∗(r)eiωt

]
, (2.9–1)

the Poynting’s theorem can be expressed, in integral form, as

1

2

∫
Vp

ĵ∗cond · ÊdV + 2iω

∫
Vp

(we − wm) dV +

∮
Ap

S · dA = 0, (2.9–2)

where Vp is the plasma volume enclosed by surface Ap with differential volume dV and differential
surface normal vector dA, respectively, jcond is the conduction current in the media,

we =
1

4

(
Ê · D̂∗

)
, wm =

1

4

(
B̂ · Ĥ∗

)
, (2.9–3)

are the electric and magnetic energy densities stored in the harmonic fields, respectively, and

S =
1

2

(
Ê × Ĥ∗

)
, (2.9–4)

is the Poynting vector. The Poynting vector magnitude is the flux of electromagnetic energy and
the unitary vector defined by S/|S| points in the propagation direction of electromagnetic energy.
Equation (2.9–2) is a complex equation whose real part provides the energy conservation for time-
averaged harmonic fields (as in Eq. (2.9–1)). The imaginary part of Eq. (2.9–2) represents the
reactive part of the energy stored in the plasma and its alternating energy flow.
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Whenever the contribution to current is included in the dielectric response formulation, as shown
in §2.3, the term ĵ∗cond ·E in Equation (2.9–2) is disregarded. Taking the resistive (i.e. real) part
of Eq.(2.9–2) in its differential form it can be found that

1

2µ0
ℜ
{
∇ ·
(
Ê × B̂

)}
= −ωε0

2
ℑ
{
Ê∗ · ¯̄κ∗ · Ê

}
= Qa , (2.9–5)

so that the divergence in the time-averaged electromagnetic power flux vector is due to dielectric
losses or heating, or the so-called electromagnetic power absorption Qa. Integration of Qa over the
total plasma volume Vp results in the total electromagnetic power absorbed by the plasma

Pa =

∫
V

QadV . (2.9–6)

2.9.1 Electromagnetic power absorption: the antihermitian part of the
dielectric tensor

Combining Eq. (2.9–5) with the definition of a dielectric tensor with both Hermitian and
antihermitian contributions given in Eqs. (2.3–40)-(2.3–42), the electromagnetic power absorption
is

Qa = −ωε0
2

ℑ
{
Ê∗ ·

(
¯̄κH + ¯̄κA

)∗ · Ê} =
ωε0
2i

Ê∗ · ¯̄κA · Ê . (2.9–7)

Here, the contribution of the Hermitian part of the dielectric tensor to electromagnetic power
absorption is found to be null, as the Hermitian matrix is such that any product of the type
w∗ · ¯̄AH ·w, is a real number as the eigenvalues of ¯̄AH are purely real, being w a complex vector. The
opposite occurs for antihermitian matrices, where that product is purely imaginary. Additionally,
the property

(
¯̄κA
)∗

= −¯̄κA of antihermitian matrices has been applied in Eq. (2.9–7).





Chapter 3

One-dimensional ECR model

In §2 we revisited the fundamentals of the cold-plasma model including collisional damping in
the electron response to electromagnetic excitation. This model describes the plasma response to
time harmonic electromagnetic fields, treating its constituents as fluids with negligible temperature.
That model predicts the location of the cutoffs and resonances in parametric space for a two-
component magnetized uniform plasma. The CMA diagram locates these resonances in parametric
space given by fluid properties as electron and ion densities and the magnetic field intensity. The
first aspect investigated in this chapter is the use of a dielectric tensor model for the solution of the
wave propagation in a medium with an inhomogeneous dispersion. The second and most important
aspect is the use of an effective damping parameter to model electromagnetic power absorption
in a cyclotron resonance, in this case the ECR. The model utilizes an effective collisionality that
introduces damping resulting in finite dispersion relation of the right hand polarized (RHP) wave at
the ECR. Solutions of the RHP wave propagation and absorption in cutoff-ECR media are obtained,
depending on the propagation direction. The problem is adimensionalized and parametrized as
in [34], where the influence of each parameter are analyzed. The wave solutions, transmission,
reflection, and absorption coefficients are compared to the estimations obtained in the collisionless
limit by Budden [55]. Finally, the electron dynamics under the influence of a RHP wave-fields
obtained with this model are solved for different parametric conditions and starting phase shifts to
establish a simplified ECR heating model. Numerical estimations are compared to the collisionless
electron cyclotron heating model introduced by Liebermann [30]. The model results agree with the
analytical estimations in the collisionless limit denoting that for limited collisionality, it is capable
to reproduce the main mechanisms of wave propagation and absorption in ECR plasmas. Part of
the contents of this chapter were shown in a conference paper published in the International Electric
Propulsion Conference [56].

3.1 1D RHP wave model

A formalism to solve the one-dimensional propagation and absorption of right hand polarized
waves was introduced by Williamson [34]. The ion contribution to the dielectric tensor is neglected
as ωpi/ωpe = me/mi ≪ 1. The model includes an effective collisionality into the electron mo-
mentum equation, as shown in §2.3.1. The formalism is revisited and explored to investigate the
behavior of the independent wave solutions depending on the approaching direction to the cutoff-
resonance system. Additionally the impact of the problem parameters on the wave solutions is
explored for each scenario.

23
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3.1.1 RHP wave equation

Let us consider the one dimensional wave equation for the RHP wave with collisions as defined
in Eq. (2.4–11). Note that from the result obtained in 2.4 it was shown that for the parallel axial
case, the RHP and LHP waves are decoupled. Neglecting the ion contribution from Eq. (2.3–32),
Eq. (2.4–11) can be written as

d2Ê−

dz2
+ k20

(
1−

ω2
pe(z)

ω [ω − ωce(z) + iνe(z)]

)
︸ ︷︷ ︸

n2

Ê− = 0 , (3.1–1)

where n2 is the squared refractive index of the medium, and ω2
pe(z) = e2n0(z)/ϵ0me and ωce(z) =

−Ωce(z) = e|B(z)|/me are the plasma and electron cyclotron frequencies correspondingly. This
equation is a second order ordinary differential equation in z with parameters (i) the plasma density
n0(z) , (ii) the excitation frequency ω, (iii) the external magnetic field B0(z) and (iv) the electron
effective collisional frequency νe.

The introduction of an imaginary part to the dispersion relation, includes wave damping in the
wave as it propagates. There are multiple phenomena that can produce wave damping, which may
have a collisionless character as it is the case for instance, of Landau and cyclotron damping [27],
or simply collisional damping. Wave damping has been included in the cold-plasma model using a
collisional approach through the inclusion of effective collisionality for each species in Eq. (2.3–8).
As shown in §2.3.1, the effect of effective collisionality is to add an imaginary part to quantities P,
R, L in Eqs. (2.3–31)-(2.3–33), and therefore on S and D.

Given that ne and νe are independent of z, this problem can be solved by linearizing ωce around
the resonance point as

ωce(z
′) = ω (1 + αz′) , (3.1–2)

where z′ = z − zres, being zres the resonance axial position, and

α =

∣∣∣∣ 1

Bres

(
dB

dz

)
res

∣∣∣∣ , (3.1–3)

which is computed taking both the values of the applied magnetic field intensity B and its axial
derivative, at the resonance. Equation (3.1–1) can be then expressed as

d2Ê−

ds2
+

(
1 +

η

s− iγ

)
Ê− = 0 , (3.1–4)

by defining

η =
ω2
pe

ωcα
, (3.1–5)

γ =
νe
cα

, (3.1–6)

s = k0z
′ . (3.1–7)

Parameters η and γ represent normalized electron density and wave damping (in this case through
collisions). The refractive index has as pole (i.e. infinite) and a zero given, respectively, by

s = iγ , (3.1–8)

s = −η + iγ , (3.1–9)

representing a resonance and a cutoff. Note that definition (3.1–2) requires that z′ ≥ −α−1, or
equivalently, that s ≥ −k0/α. Thefere, the zero defined in Eq. (3.1–9) exists in the simulation
domain only if η ≤ k0/α.
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3.1.2 Asymptotic solutions in the collisionless limit

The solution to equation (3.1–1) with νe = 0 can be obtained by the application of WKB

expansion whenever the refractive index changes smoothly or that dn
dz and d2n

dz2 are small. In the
vicinity of the resonance region, the variations in the refractive index are steep. In practice, this
means that away from the cutoff-resonance region

Ê−(z) = n−1/2(z)Ê−(0) exp

(
±iω

c

∫ z

n(z′)dz′
)
, (3.1–10)

which are valid only when

c2

ω2

∣∣∣∣∣34
(

1

n2
dn

dz

)2

− 1

2n3
d2n

dz2

∣∣∣∣∣≪ 1 . (3.1–11)

Budden [55] provided analytical solutions based on the WKB method 1 to Eq. (3.1–4) in
the context of radio waves propagation through ionosphere, and specifically a medium with a
refractive index featuring both a linear turning point (i.e. zero) and a singular turning point (i.e.
infinite). This case is of relevance for the crossing of a resonance-cutoff system, which in this case
is particularized for the dispersion relation of R waves. The same physical situation is found when
wave propagation takes place along other paths in the parametric space of the CMA diagram (see
Fig. 2.2). The solutions are revisited by Stix [27] and summarized here as they will be used in the
comparison with numerical solutions obtained for Eq. (3.1–4). The validity of this solutions is still
restricted to regions far from the cutoff-resonance system.

For large s, Eq. (3.1–4) is simplified to

d2Ê−

ds2
+
(
1 +

η

s

)
Ê− = 0 , (3.1–12)

which is a specific case of Whittaker’s equation [70]

d2W

dξ2
+

(
−1

4
+
a

ξ
+

1
4 − b2

ξ2

)
W = 0 , (3.1–13)

for b = ± 1
2 , and the two combinations of a = ± 1

2 iη together with ξ = ∓2is. The solutions to this
problem are

Ê− =Wa,b(ξ) , (3.1–14)

the Whittaker functions, a form of the confluent hypergeometric function [71].

3.1.2.1 Case (i): wave propagating in the direction of increasing magnetic field

Let ξ = −2is and a = 1
2 iη, Eq. (3.1–12) turns into

d2Ê−

dξ2
+

(
−1

4
+

1
2 iη

ξ

)
Ê− = 0 , (3.1–15)

which has asymptotic solutions for ξ → −∞ of the form [70]

Wa,b(ξ) ∼ e−
1
2 ξξa = e−

1
2 ξ+a ln ξ, | arg ξ| ≤ 3

2
π − δ , (3.1–16)

when b − a /∈ − 1
2 ,−

3
2 , . . . and being δ an arbitrarily small positive constant. As the argument of

ξ is −π
2 , for the specific case of b = ± 1

2 and a = 1
2 iη the solution is

Ê− ∼ exp
(
is+ 1

2 iη ln(2s)
)
exp

(
1
4πη

)
, (3.1–17)

1Note that the solutions given in these references are for waves of the form exp {i (ωt− k · r)} so for a refractive
index with a pole at s = −iγ. Those solutions have been adapted to the convention used throughout the Thesis
which is that defined in (2.3–2) (i.e. exp {i (k · r − ωt)}).
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for s real and positive and large |s|. Solution (3.1–17) is a wave propagating in the positive s
direction after having passed through a resonance facing positive magnetic field gradient. The
solution may therefore be used to find the reflection and transmission coefficients of the resonance
region for a wave facing a positive magnetic field gradient. In order to do so, the asymptotic
solutions (3.1–14) when s < 0 and |s| must be analyzed.

As ξ → ∞, so that s real, negative and large, | arg(ξ)| is either − 3π
2 or π

2 . Introducing a small
amount of damping as collisions, the singularity of the equation (3.1–12) at s = 0 is displaced
slightly (with our nomenclature) above the real axis. The solution is then continuous for real
values of s. Reducing collisions must preserve continuity so that the path along which s varies
must still pass below the singularity at s = 0, so as arg ξ increases from 0 to −π, arg ξ is − 3

2π.
This argument is outside the validity range of Eq. (3.1–16). The correct asymptotic solution for
ξ → ∞ is given by Budden [55], which adapted to our sign convention and nomenclature is

Wa,b (ξ) ∼ e−
1
2 ξξa − 2πi exp (−2πia)(

− 1
2 − b− a

)
!
(
− 1

2 + b− a
)
!
e
1
2 ξξ−a . (3.1–18)

Solution (3.1–18) can be written2 as

Ê− ∼ exp(is+ 1
2 iη ln |2s|+

3
4πη)−

2πi exp(πη)

(− 1
2 iη)!(−1− 1

2 iη)!
exp(−is− 1

2 iη ln |2s| −
3
4πη) , (3.1–19)

which represents a combination of two waves. The first term in (3.1–19) is a right-going wave,
the so-called incident wave, and the second is a left-going wave or the so-called reflected wave.

Normalization of the asymptotic solutions with respect to the amplitude of the incident wave
results in

Ê−(s) =


exp

(
is+ 1

2 iη ln(2s)
)
exp

(
− 1

2πη
)
, s→ ∞

exp
(
is+ 1

2 iη ln |2s|
)
−

2πi exp(− 1
2πη)

(− 1
2 iη)!(−1− 1

2 iη)!
exp

(
−is− 1

2 iη ln |2s|
)
, s→ -∞

(3.1–20)

The reflection and transmission coefficients along this cutoff-resonance system for a wave prop-
agating in the direction of increasing magnetic field is computed by the ratios of the reflected and
transmited waves, with respect to the incident wave, respectively

|R| =
|ÊREF

− |
|ÊINC

− |
=

2π exp(− 1
2πη)∣∣( 12 iη)!(−1 + 1

2 iη)!
∣∣ = 1− e−πη , (3.1–21)

|T | =
|ÊTR

− |
|ÊINC

− |
= e−

1
2πη . (3.1–22)

In any case, energy conservation ensures that the sum of the wave-power reflection coefficient
|R|2 and the wave-power transmission coefficient |T |2 must fulfill

|R|2 + |T |2 = 1− e−πη + e−2πη < 1 ; (3.1–23)

the non-absorptive case corresponding to |R|2 + |T |2 = 1 and the |R|2 + |T |2 < 1 corresponding to
the presence of a resonance (absorptive) layer.

3.1.2.2 Case (ii): wave propagating in the direction of decreasing magnetic field

Let ζ = 2is and a = − 1
2 iη so that Eq. (3.1–12) turns into

d2Ê−

dζ2
+

(
−1

4
−

1
2 iη

ζ

)
Ê− = 0 , (3.1–24)

2Note that ln ξ = ln |ξ|+ i arg ξ has been applied here, knowing that arg ξ = − 3
2
π .
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for which solutions are also

Ê− =Wa,b(ζ) , (3.1–25)

where a = − 1
2 iη and b = ± 1

2 . When ζ → ∞ being s both real and positive, arg ζ = 1
2π and thus

the asymptotic solution for large |s| is [71]

Ê− ∼ e−
1
2 ζζa = exp

(
−is− 1

2 iη ln(2s) +
1
4πη

)
, (3.1–26)

which is a wave traveling in the negative s direction.
For s both real and negative so that ζ → -∞, arg ζ = − 1

2π, and for large |s| (3.1–26) is still
valid, so that

Ê− ∼ e−
1
2 ζζa = exp

(
−is− 1

2 iη ln |2s| −
1
4πη

)
. (3.1–27)

Similarly to what was made for Case(i), normalization with respect to the incident wave results in

Ê−(s) =

{
exp

(
−is− 1

2 iη ln(2s)
)
, s→ ∞

exp
(
−is− 1

2 iη ln |2s|
)
exp

(
− 1

2πη)
)
, s→ -∞

(3.1–28)

The reflection and transmission coefficients are

|R| = 0 , (3.1–29)

|T | = e−
1
2πη (3.1–30)

where the conservation of energy gives

|R|2 + |T |2 = e−πη < 1 . (3.1–31)

In this case, since the absorption coefficient is 1− e−πη, the optimal absorpion occurs for η → ∞.

3.1.2.3 Behavior of the energy close to an infinite refractive index

For γ ≪ η, the RHP wave is evanescent between s = −η and s = 0. For a wave propagating in
the direction of increasing magnetic field, the decay in the cutoff-resonance system is due to the
evanescent region and also the reflection produced at the cutoff. The infinite value of the refractive
index at s = 0 is not relevant for the reflection process.

On the contrary, the wave incident from the right, propagating in the direction of decreasing
magnetic field, exhibits no reflection, but the transmitted wave energy is still very small. This
phenomena would be straightforward to explain in the presence of damping, as the refractive index
would feature an imaginary part and the wave could be absorbed by the media. In the collisionless
case this argument is not applicable. The explanation provided by Budden for that case is related
to the propagation direction of the energy flow close to s = 0, which becomes perpendicular to the
resonance in a two dimensional problem as the electromagnetic energy approaches from s > 0 3,
arguing that the same applies in the case of an infinite plane wave with wave normal along s. In
that case the axial component Uz of the group velocity

Uz ≈ As3/2 , (3.1–32)

being A constant. Then the time it takes the wave to arrive to the resonance at s = δ > 0 from
the right is

T =

∫ δ

+

ds

kUz
≈ Aδ−

1
2 +B , (3.1–33)

3In this case the direction of decreasing magnetic field also defined by other authors as Williamson [34], or in the
direction from above in the context of propagation of radio waves in the ionosphere [55]
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where B is also a constant. As can be noticed the time increases indefinitely as δ → 0. Thus, as
s→ 0 the wave the energy increases, concentrating electromagnetic energy density in the resonance
vicinity.

When the wave is approaching the cutoff-resonance system from the cutoff side (i.e. in the
direction of increasing magnetic field intensity) the axial component of the group velocity is

Uz ≈ B
√
s0 − s , (3.1–34)

where B is constant and s = s0 is the cutoff location. In that case the integral is definite so that
the time it takes to reach point s0 is discrete and the energy is not stored or accumulated.

3.1.3 Numerical solutions including damping

Having revisited the analytical solutions in the asymptotic limits (i.e. s → ±∞ ) for the
collisionless case, a numerical solution including wave damping is investigated here. This problem
was introduced by Williamson [34] and allows to obtain the full-wave solutions for all s in the
presence of a resonance.

Equation (3.1–4) is a second order differential equation which is equivalent to the following set
of ordinary differential equations (ODE’s)

dER
ds

= GR , (3.1–35)

dEI
ds

= GI , (3.1–36)

dGR
ds

= (n2)IEI − (n2)RER , (3.1–37)

dGI
ds

= −(n2)REI − (n2)IER , (3.1–38)

where ER and EI are the real and imaginary parts of Ê−, n
2 is the refractive index squared, and

GR and GI are the derivatives of the real and imaginary parts of Ê−, respectively. The inclusion
of collisions adds an modifies the refractive index so that its real (n2)R and imaginary (n2)I parts
are

(n2)R = ℜ
{
n2
}
= 1 +

ηs

s2 + γ2
, (3.1–39)

(n2)I = ℑ
{
n2
}
=

ηγ

s2 + γ2
, (3.1–40)

where the real part is slightly modified, and an imaginary part appears.
As a reference case, an underdense plasma discharge is considered, whose parameters are shown

in Tab. 3.1. Other plasma discharges as overdense ECR plasma discharges and other parametric
ranges are covered in the parametric investigation section given in §3.1.4.

n0 [ m−3 ] ωpe [ rad/s ] f [ Hz ] ω [ rad/s ] α [ m−1] νe [ rad/s ]

0.7× 1015 1.4930× 109 2.45× 109 1.5394× 1010 0.5 106

Table 3.1: Reference case parameters.

Taking these values as the reference case, η = η0 = 0.9653 and γ0 = 0.0067. Figure 3.1(a)
shows the real and imaginary parts of the refractive index for the reference case, which features
low collisional underdense plasma. Whilst the imaginary part of n2 is symmetric with respect to
the resonance location s, its real part is asymmetric. As explained before, this asymmetry is a
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consequence of the presence of a cutoff at s < 0 and leads to two differentiated cases are found
depending on the wave approach direction.

(a) (b) (c)

Figure 3.1: Evolution of the real (blue) and imaginary (red) parts of the refractive index squared
along a channel where B0 increases linearly with s, for η ≈ 0.9653 and (a) γ ≈ 0.0067 (b) γ ≈ 0.3336
(c) γ ≈ 0.6671. The dashed lines represent the near collisionless limit for reference case.

The electromagnetic power flow of the wave is the real part of Eq. (2.9–4), which for a planar

case and a wave of type Ê = Ê−1x + iÊ−1y is

S =
1

2µ0
ℜ
{
Ê × B̂∗

}
=

1

µ0ω
ℑ

{
−Ê−

∂Ê∗
−

∂z

}
1z , (3.1–41)

so that the power flows along z, where the propagation direction is determined by the sign of S.
The numerical solution of Eqs. (3.1–35)-(3.1–38) is obtained using Eqs. (3.1–20) and (3.1–28)

and their derivatives to set up the boundary conditions for integration. The domain extension is
such that s ∈ [sa, sb], being a and b the negative and positive limits of the simulation domain, and
both equidistant to the resonance location. Whether the damping does not play a major role in
this problem, the numerical solution will converge to the asymptotic solutions in the collisionless
limit as sb → ∞ (i.e. and also sa → -∞). The numerical solver used is the ode45 algorithm based
on a Runge-Kutta method that uses adaptive step refinement based on tolerances specified.

3.1.3.1 Case (i): a single wave propagating towards s→ ∞ at boundary b. Propaga-
tion with increasing magnetic field.

Imposing the s→ ∞ solution given in Eq. (3.1–20) as boundary conditions at point b results in

ER = exp
(
− 1

2πη
)
cos(sb +

1
2η ln|2sb|) , (3.1–42)

EI = exp
(
− 1

2πη
)
sin(sb +

1
2η ln|2sb|) , (3.1–43)

GR = −(1 + 1
2ηsb)EI , (3.1–44)

GI = (1 + 1
2ηsb)ER . (3.1–45)

Figure 3.2a shows the numerical wave solution for sb = 20. Solutions match the behavior predicted
by the collisionless limit, as for a wave solution to be pure after passing through a resonance in
the increasing magnetic field direction, the wave field at s < 0 is a standing wave resulting from
the composition of an incident wave and a reflected wave. The standing wave converges to the
asymptotic solution as |s| → ∞. The imposition of an asymptotic solution in a finite boundary at
s = sb leads to the accumulation of mismatch between asymptotic and numerical solutions at the
opposite boundary, in this case, at s = sa.

The Poynting vector z component obtained using Eq. (3.1–41) is shown in Figure 3.2b. The
propagation direction is in the positive z direction. Approaching from the cutoff side, Sz features a
slow decrease produced by the reflection induced by the cutoff. After crossing this point the wave
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is evanescent and decreases rapidly, even more when the resonance is crossed. As can be seen some
power is still capable of tunneling through this turning point system.

(a) (b)

(c) (d)

Figure 3.2: Wave electric field solutions and Poynting vector for case (i) (a) and (b) and case (ii) (c)
and (d), respectively. Black arrows represent the location and propagating direction of the boundary
wave imposed. In (a) solid lines represent the numerical solution and dashed lines the analytical
solutions. Blue, red, and black stand for real part, imaginary part, and amplitude of the wave.

(a) (b)

Figure 3.3: Electric field complex amplitude in Cartesian basis for (a) case (i) and (b) case (ii).
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3.1.3.2 Case (ii): a single wave propagating towards s→ −∞ at boundary a. Propa-
gation with decreasing magnetic field.

Imposing the s → -∞ solution given in Eq. (3.1–28) as boundary conditions at point a results
in 

ER = cos(sa +
1
2η log|2sa|) ,

EI = − sin(sa +
1
2η log|2sa|) ,

GR = (1 + 1
2ηsa)EI ,

GI = −(1 + 1
2ηsa)ER .

(3.1–46)

The solution, shown in Fig. 3.2c and its corresponding Sz in Fig. 3.2d, is a wave propagating
in the decreasing magnetic field direction, the one detailed in [34] and generally used for power
absorption at an ECR region. As for case (i), the solutions also match the asymptotic limits shown
in §3.1.2 as sb → ∞. The wave passes through the resonance and it is not influenced by the cutoff,
so that there is no reflection. Instead, the solution is uniquely determined by the resonance, and
as it will be shown hereinafter, by the problem parameters η, γ.

3.1.4 Parametric study

Assuming that the collisional and collisionless problems are equivalent and that the solution
is unaffected by damping, the numerical solutions of the collisional model should converge to the
analytic solutions of the collisionless case as |sa = −sb| → ∞. Thus, one of the first effects to be
investigated here is the use of damping and whether this affects electromagnetic wave propagation
and absorption in ECR plasmas. The second aspect is to compare the numerical results to the
analytic, which estimate that the transmission and reflection rations for both Cases (i) and (ii) are
only determined by parameter η, in the range of parameters relevant for an ECRT.

Examples of the problem parameters can be found in Tab. 3.2.

Prototype Miller[22, 23] Sercel[9, 24, 25] ONERA[26]
Diameter [mm] 51 128 13− 27
Length [mm] 51 ∼ 50 15

Propellant species Xe/Ar Ar Xe/Ar
Power range [W] 103 − 104 102 − 104 102

Frequency [GHz] 8.35 2.12 2.45
Applied field B0 [G] 2983 755 875

Axial field gradient α [m−1] ∼ 6.5 ∼ 2 ∼ 0.07
Electron temperature Te [eV] 102 35 10− 30

Table 3.2: Illustrative parameter values of the existing ECR thruster, based on or estimated from
the references given.

The range of η and γ parameters used allows us to predict the behaviour of the configurations
of interest given in Table 3.2. The parametric study is performed fixing η = η0 when changing
γ and vice-versa. Recall η0 ≈ 0.9653 and γ0 ≈ 0.0067. The influence on both case (i) and (ii) is
explored.

Figures 3.4(a) and 3.4(b) show the results of the parametric analysis for η for cases (i) and
(ii), respectively. Parameter η controls the length of the evanescent region. If this length is
relatively small with respect to the wavelength, i.e., if η ≪ 1, the incident wave tunnels through
the evanescent region. However, when η ∼ 1, tunneling is negligible, and the absorption and
reflection is dominated by the first turning point found by the wave (i.e., the cutoff or the resonance,
depending the direction of propagation).

In this system, the energy is conserved so that part of the energy reaching the resonance is
reflected (in case (i)), part is transmitted, and part is absorbed. Note that independently of the
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(a)

(b)

(c)

(d)

Figure 3.4: Effect of dimensionless parameters η, γ in the normalized right-hand-side polarized elec-
tric field Ê through an ECR resonance: (a) and (b) η = [0.05, 0.25, 0.5, 1.5], γ = 0.0067; (c) and (d)
η = 0.9653, γ = [0.05, 0.25, 1, 2]. Blue, red, and black lines represent real part, imaginary part, and

magnitude of the R wave electric field complex amplitude ( Ê), respectively. Numerical solutions
are shown in solid and analytical in dashed. Plots (a) and (c) correspond to case I, and (b) and (d)
to case II.
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case, there is always a net absorption so that |R|2 + |T |2 < 1. Additionally it can be noticed that
for all cases, the numerical solution approaches the asymptotic solution in all cases for |s| ≫ η.

The inclusion of damping in the model, described by the parameter γ, displaces the pole to the
imaginary axis. Figure 3.1 shows the effect of increasing γ on the real and imaginary parts of n2.
First, the imaginary part is modified, increasing in all s except at close to s = 0. As a result, the
resonance width is increased and the absorption takes place in a wider region. This is the principal
effect due to collisions for the case of ECR wave absorption when wave propagation occurs in the
decreasing B direction. Second, increasing γ also modifies the real part of n2. For low damping,
ℜ
{
n2
}
is very close to that of the collisionless limit. However, inclusion of collisions modifies the

real part so that the refractive index now features another zero. The two new cutoffs are found
for the zeros of Eq. (3.1–39), i.e. s = −η/2±

√
η2 − 4γ2/2. The location of both cutoffs approach

each other as γ increases, merging when γ = η/2 so that for γ > η, ℜ
{
n2
}
> 0 ∀s. Nevertheless,

the refractive index gradient also plays a role in the reflection, as can be seen in Fig. 3.4(c), where
reflection is observed for γ > η/2 at s < 0. As can be seen from Fig. 3.4(c) for γ = 2, where γ ≫ η,
the wave solutions of case (i) start to resemble those of case (ii). In fact, the evolution of case (i)
with increasing γ shows that the amplitude of the reflected wave decreases when increasing γ as
the ratio of maximum to minimum voltages of the standing wave decreases.

3.1.4.1 Transmission factor for case (ii)

In order to verify our results, the transmission factor is compared to the analytic expression
obtained by [55] as was done in [34]. A range of values for the plasma density n0 ∈ [0, 1, . . . , 10]×
109cm−3 is evaluated. The comparison is made using two collisional frequencies, 5.3 × 107s−1

and 5.3 × 109s−1, equivalent to γ ≈ 0.02 and γ = 2.16 respectively. The wave frequency used is
f = 2.45 GHz and the magnetic field slope α = k0/2π. The results depend on the maximum size
of the simulation domain. For that, cases with sb = 10 and sb = 100 are shown in Figs. 3.5a and
3.5b, respectively. The transmission coefficient obtained numerically follows the trend estimated
by the collisionless limit, specially whenever the size of the domain is increased and the effect of
the resonance is no longer important. Although for short domains the higher the damping the
agreement between numerical and analytical estimations decreases, for sufficiently large domains,
the effect is mitigated and negligible.

(a) (b)

Figure 3.5: Evolution of the transmission factor as a function of the plasma density. Analytic
expression (in blue) is compared to numerical model using a low (red-star) and high (green-circled)
electron effective collisionalities for two different domain sizes (a) sb = 10 and (b) sb = 100.
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3.1.4.2 Transmission and reflection factors for case (i)

Expressions for the estimated transmitted, reflected and absorbed power for a wave propagating
in the direction of the magnetic field intensity gradient are given in Eqs. (3.1–21). These values
are compared to those obtained numerically for η ∈

[
10−3, 1

]
. The values are computed obtaining

the forward and reflected waves knowing the standing wave created in the channel for this case,
applying the VSWR definition given in Eq. (4.2–38), and relations (4.2–35)-(4.2–36). Note that
solutions are found for sb = 100.

Figure 3.6 shows two cases for two different γ, being Fig. 3.6a for γ ≈ 0.022 and Fig. 3.6b for
γ ≈ 2.2, respectively. For low values of γ, in this case given by νe = 5×107s−1, the power reflection,
transmitted and absorption factors are close to those estimated by Budden in the collisionless limit.
Although the transmitted power is slightly affected by collisions, the main difference is found in the
reflected power, and both combined affect the estimated absorption, which in this case, is higher
in the presence of collisions. Note that the maximum absorption in the collisionless limit occurs
for

d

dη

(
(1− |R|2 − |T |2)

)
= π

(
−e−2πη

)
(eπη − 2) = 0 , (3.1–47)

which is obtained at an specific value of η,

η∗ =
log 2

π
. (3.1–48)

The effect of damping on the reflection coefficient was observed both in n2 (see Fig. 3.1) and
in the wave solutions shown in Fig. 3.4(c), where the cutoff location is modified by γ and for
γ > η/2, there is no longer a cutoff and the reflection occurs due to the gradients of the refractive
index. This effect is observed clearly comparing Fig. 3.6a with the high damping (i.e. electron
collisionality νe ∼ O (ω) for α =) case shown in Fig. 3.6b. The reflection, as shown before in Fig.
3.4(c), is affected so that for γ > η/2 there is no longer a cutoff and this affects the behavior of
the resonance cutoff system investigated. As a result, with increasing γ the reflected coefficient
decreases (for a fixed η), and the opposite occurs absorption coefficient. In all cases, as mentioned
in Ref. [34], maximum absorption occurs for η ∼ O (1), being the optimal η for absorption greater
the higher the gamma.

(a) (b)

Figure 3.6: Evolution of transmitted (black), reflected (blue) and absorbed (red) power for (a)
γ ≈ 0.022 and (b) γ ≈ 2.2. The numerical solutions are shown with solid lines and analytical with
dashed lines. Parameter η∗ is the maximum absorption in the collisionless limit, defined in Eq.
(3.1–48).
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3.1.5 Concluding remarks

The results obtained from the model shown here, which includes wave damping, are in good
agreement with the estimations obtained in [55], specially for the case of interest to ECR discharges,
to be investigated in the Thesis. In those discharges, the waves are launched approaching the
resonance in the decreasing magnetic field direction (i.e. case (ii)). In that case, one of the main
conclusions of this model is that the wave damping (either collisional or kinetic), which adds an
antihermitian part of the dielectric tensor, only affects the resonance region width. Then, the
absorption is determined only by parameter η which is a function of the electron density, the
magnitude of the magnetic field gradient and the excitation frequency. This result is consistent
with other studies [32, 34–36, 55]. Thus, although the collisionless plasma model cannot reproduce
resonant behavior it is possible to model absorption and wave damping by the inclusion of an
antihermitian part of the dielectric tensor through effective damping using a collisional cold-plasma
tensor, as shown in §2.3. Regardless of the damping mechanism (kinetic, collisional), a small value
of the collisional parameter suffices to absorb power, without affecting either the transmitted or
the reflected amount of power through the resonance. With these results we can conclude that the
model used, although not capable of describing kinetic absorption mechanisms not covered by the
cold plasma approximation, it is capable of providing robust power absorption solutions.

In the case of waves approaching the resonance in the increasing magnetic field direction, the
reflection behavior is affected by damping. However, this effect is clearly observed to decrease
whenever wave damping is such that γ ≪ η, which is the case for the devices considered.

3.2 Electron particle response

For a known electric field, as the RHP electromagnetic wave solutions of the type obtained
in case (ii) (see §3.1.2), the collisionless electron motion is formally integrable assuming constant
parallel velocity of the electrons (i.e., vz = const), thus neglecting magnetic mirror effect and the
axial electric field. The magnetic field is assumed to vary linearly with distance as in Eq. (3.1–2).
Knowing that the RHP electric field and the electron velocities can be expressed as

E− = ℜ
{
Ē− (1x + i1y) e

−iωt} , (3.2–1)

v⊥ = ℜ
{
v̄⊥ (1x + i1y) e

−iωt} , (3.2–2)

being Ē− = Ēx − iĒy and v̄⊥ = v̄x − iv̄y as defined in Eqs. (2.3–38). The equation governing the
perpendicular RHP electron velocity response v⊥ is

dv̄⊥
dt

+ i (ωce − ω) v̄⊥ = − e

me
Ē−, (3.2–3)

where the cyclotron frequency ωce = eB(z)/me is given by (3.1–2) and depends on z. Note that the
fast electron response given by the phasor exp (−iωt) is canceled out. As a result, the magnetized
electron response due to a RHP wave can be studied uniquely with the slow frequency response of
the electrons described by v̄⊥. Assuming that the distance traveled from the resonance is given by
z− zres = vzt, being vz the electron parallel speed near the ECR, Eq. (3.2–3) can be expressed as

dv̄⊥
dt

+ iωαvztv̄⊥ = − e

me
Ē− . (3.2–4)

3.2.1 Analytical solution

The solution for Eq. (3.2–4) is of the form

v̄⊥(t) = A(t) exp
(
− 1

2 iωαvzt
2
)
. (3.2–5)
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Applying the method of variation of parameters the solution to the complete Eq. (3.2–3) is given
by ∫

dA = −
∫

e

me
Ē−(vzt) exp

(
1
2 iωαvzt

2
)︸ ︷︷ ︸

Fast phasor t ̸= 0

dt . (3.2–6)

Assuming that the electric field constant at the resonance and using the stationary phase method
to integrate Eq. (3.2–6), we find

∆A ≃ − e

me
Ē−(0)

∫ ∞

−∞
exp

(
1
2 iωαvzt

2
)
dt = −eĒ−(0)

me

√
π

ωαvz
(1 + i) . (3.2–7)

As a result the energy gain per single electron pass through the resonance is found to be [30, 34]

⟨Wecr⟩ = 1
2me∆Ā ·∆Ā∗ =

πe2|Ē−(0)|2

ωαvzme
. (3.2–8)

Equation (3.2–7) describes the complex velocity gain ∆A added to each electron after a single
resonance crossing. Note that the changes in the magnitude |v−| are given by those of |A|. From
the integral given in Eq. (3.2–6), A is nearly constant away from the resonance, while its variation
occurs in the resonance neighborhood. A sample of electrons with different phases but the same
initial perpendicular kinetic energy and thus RHP velocity magnitude |A−∞| and parallel velocity
vz lay on a circle of radius |A−∞| in the v− complex plane, represented in red in Figs. 3.7(a)-(c).
A single pass through resonance then translates this circle away from the origin by the quantity
∆A, shown in black. After the resonance pass, the complex amplitudes of the velocity A lie on
a circle of the same radius, and represented in blue, and the electrons continue to gyrate with
exp (−iωt) exp

(
−iωαvzt2/2

)
, so that this circle rotates about the origin with time. Depending on

the initial gyrophase, the electrons can gain more or less energy in the resonance pass, and some
can even lose energy to the field, depending on the value of |∆A|.

Figures 3.7(d)-(f) show the resulting energy gains as a function of the initial electron gyrophase.
For |∆A| > 2|A(−∞)|, independently of their phase, electrons cannot lose energy on a resonance
crossing. For |∆A| < 2|A(−∞)| some electrons start to lose energy, and the lower |∆A| the higher
the amount of electron phases featuring energy loss. The contributions to energy gain and loss are
represented with green and red areas, respectively . Note however that for any |∆A|, ⟨Wecr⟩ > 0,
being ⟨Wecr⟩ the mean energy per electron for a homogeneous phase electron population. A physical
explanation for this is that electrons changing progressively their energy in the resonance feature
spirals. The electrons losing energy describe converging spirals and those gaining energy, follow
diverging spirals when crossing the resonance. The path and thus the work done by the field on
the electrons is greater for electrons gaining energy than the negative counterpart.

An additional effect of resonance crossing is that the higher |∆A|, the higher the effect of
electron phase coalescing. Electron phases coalesce as when crossing the resonance, the phases
focus towards the direction given by ∆A.

Analyzing the Eq. (3.2–8) it can be noticed that:

1. The mean energy gain by electrons due to ECR heating is always positive.

2. Second, the higher (i) the magnetic field gradient and (ii) the electron parallel velocity at
the resonant zone, the lower the energy gain.

3. Third, the energy gain per pass is proportional to the square of the amplitude of the wave
electric field at the resonance, so that the exact value at the resonance affects considerably
the absorption.
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4. Forth, the higher A(−∞) the higher the electric field required to produce an energy gain
to all phases. Therefore, ECR heating would be more effective when heating electrons with
low initial perpendicular energy. Although it would be possible to heat without limit with
consecutive resonance crossings, the law of diminishing returns would apply so that less
efficient heating would be obtained after each resonance crossing.

5. Fifth, for an increasing ratio ∆A/A(−∞), the electron phases approach to a single gyrophase.
As a result, after a resonance crossing with significant heating, electrons “lose track” of their
initial gyrophase and the resulting electron population results in a coalescence of phases in a
specific phase span. This span decreases the higher the ∆A/A(−∞), increasing the electron
phase synchronization.

(a) (b) (c)

(d) (e) (f)

Figure 3.7: Evolution the complex magnitude of the electron velocity vector in a single resonance
crossing for different phases Φ. For each Φ, an initial velocity A−∞ changes in the complex plane
by ∆A in black, resulting in a final velocity A in blue. Three cases for ∆A equal to (a) 0.5A−∞,
(b) A−∞, and (c) 2A−∞. The respective heating as a function of the phase is shown below with the
mean energy in dashed black lines. The green and red regions in (d)-(f) represent the positive and
negative contributions to electron heating.
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3.2.2 Numerical solution

In order to quantify the impact of the stationary phase method on the solution to the problem
and the validity of the approximation, Eq. (3.2–3) is solved numerically using a Runge-Kutta
based variable step ordinary differential equation (ODE) solver as ode45, by separating both real
and imaginary parts of the equation as

d(v̄⊥)R
dt

= − e

me
ĒR + (ωce − ω) (v̄⊥)I , (3.2–9)

d(v̄⊥)I
dt

= − e

me
ĒI − (ωce − ω) (v̄⊥)R, (3.2–10)

where v̄⊥ = (v̄⊥)R + i(v̄⊥)I and Ē = (Ē)R + i(Ē)I , and subscripts R and I refer to the real
and imaginary parts, respectively. In this case, the solution of the electron individual response
is obtained for imposing exactly the solution of the RHP wavefield obtained from case (ii). Two
alternative approaches are used here: A) use a stationary electric field which is that of the solution
at the resonance, Ē = Ē−(0) ; B) use the complete solution of case (ii), i.e. Ē = Ē−(k0vzt).
Solution of A) is expected to reflect the solution obtained analytically, whilst approach B) would
reveal the validity of the stationary phase method approximation.

An initial phase difference Φ between v̄⊥ and Ē− between the velocity vector and the electric
field at the electron initial location si. Note that for approach A, the phase of Ē− is that of the
field For the simulations shown the electrons are launched at si = 6. The phase is defined as a
positive angle taken from the velocity vector phase in the complex plane. An initial value of the
perpendicular kinetic energy K⊥ is provided so that initially

(v̄⊥)R =

√
2K⊥

me
cosΦ , (3.2–11)

(v̄⊥)I =

√
2K⊥

me
sinΦ . (3.2–12)

(a) (b)

Figure 3.8: Evolution with respect to s of an electron (a) perpendicular kinetic energy and (b) ṽ⊥.
Two electrons with phase Φ = 0 (blue) and π (red) are launched in the decreasing magnetic field
direction crossing the ECR resonance under the action of a RHP wave. Initial electron parameters
are K∥ = 5 eV, K⊥ = 1 eV, E0 = 100 V/m.

Figure 3.8 shows a solution example using approach A) for two electrons launched in the de-
creasing magnetic field gradient direction under the influence of the an electric field given by the
value of E−(s) from a RHP wave solution of case (ii) for approach A). Figure 3.8 (a) shows the
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Figure 3.9: Comparison of the mean energy gain computed by the analytical expression given in Eq.
(3.2–7) (blue solid), the numerical solution using a constant RHP electric field (red circles), and the
numerical solution where the electric field of the RHP wave evolves in space as the solutions of case
(ii) in §3.1.3.2.

evolution of the perpendicular kinetic energy for these electrons, which for different phases, one
exhibits energy gain and another one energy loss. Note that in both cases, and as it was mentioned
above this perpendicular energy change takes place in the vicinity of the resonance. Figure 3.8 (b)
shows the evolution of v̄⊥, where for the electron with Φ = 0 (i.e. in blue), the magnitude of v̄⊥
increases. The opposite occurs for the case with Φ = π. Note that the frequency of v̄⊥ increases
far from the resonance, as detailed by the analytical solution.

In order to recover the full perpendicular velocity field, the solution for v̄⊥ is inserted in Eq.
(3.2–2). The resulting electron motion is helical with a perpendicular right-handed velocity (given
by the direction of the magnetic field) which increases its Larmor radius as the electron crosses the
resonance, or more accurately, when the ECR condition given by Eq. (2.6–4) is fulfilled. As seen
in Fig. 3.8b, the electrons gain perpendicular energy in the vicinity of the ECR in a continuous
manner.

Figure 3.9 shows the comparison between the analytical estimation given in Eq. (3.2–7) and the
numerical solutions of cases (A) and (B). As expected, the solution of case (A) matches perfectly
the numerical computation of (A). For the response using the RHP wave electric field solution
obtained by case (ii) using reference parameters η0 and γ0, the estimated energy gain decreases
while still being proportional to E2

0 . The effect of η is analyzed including cases with η/10 and
10 η0. The proportionality constant is kept for all η. However, energy gain decreases below the
constant Ē− value, the higher η. This is a result of the wave profile whose average in the resonance
zone decreases for higher η (see Fig. 3.4(b)).

3.2.3 Concluding remarks

In this section the collisionless electron individual response to right hand polarized wave fields
is investigated. The analytical solution based on the stationary phase method shown in Ref. [30] is
revisited and the main conclusions on the heating mechanism are highlighted: (i) the mean energy
gain of the electrons due to ECR is always positive, for a uniformly distributed electron population
in phase; (ii) the higher the magnetic field gradient and electron parallel velocity at the ECR
region, the lower the gain; (iii) the energy gain is proportional to the RHP wave amplitude at the
resonance squared, leading to need to determine accurately the electric field wave; (iv) the higher
the initial perpendicular velocity of electrons, the higher the electric field required to produce
an energy gain to all phases; thus, electrons with lower initial perpendicular energy are easier
to be heated; (v) for an increasing ratio ∆A/A(−∞), the electron phases approach to a single
gyrophase, with a phase span that decreases with that ratio; as a result, after a resonance crossing
with significant heating, electrons “lose track” of their initial gyrophase and the resulting electron
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population features a phase synchronization or coalescence.
The analytical solutions based on the stationary phase method are compared to the exact nu-

merical solution utilizing (i) a stationary electric field which is that of the solution at the resonance,
i.e. Ē = Ē−(0); (ii) the solution of the RHP wavefield which include the axial dependence i.e.
Ē = Ē−(k0vzt). The results verify that for case (i) the analytical formula is the numerical solu-
tion. However, it is shown that the energy absorption computed using the complete axial evolution
of the RHP electric wave field is smaller than the analytical expression given by the stationary
phase method. Although this difference is negligible for η ≪ 1, in cases with η ≥ 1 the analytical
solution overestimates absorption, so that the validity of the stationary phase approximation is
limited for η ≪ 1.



Chapter 4

ATHAMES: A finite element
electromagnetic wave code

This Chapter provides a detailed portrayal of the Axisymmetric Time HArmonic Maxwell’s
Equations Solver (ATHAMES) developed during the thesis. ATHAMES is a novel two-dimensional
axisymmetric code that solves Maxwell’s equations in frequency domain. Specifically, the code
solves for the electromagnetic (EM) fields in the presence of magnetized inhomogeneous plasmas
featuring EM propagation boundary surfaces such as cutoffs and resonances. The code utilizes the
Finite Element Method (FEM) for the solution in contrast to other methods previously used, as
the Finite Difference Method (FDM) using Yee’s scheme [44, 54]. Although Yee’s scheme allows
to solve for the EM fields and power absorption maps in HPTs, the solutions require interpolation
from two staggered structured grids. Additionally, some other advantages can be obtained from the
use of the FE instead of FD. Amongst these, its capability to solve problems in complex geometries
by the use of unstructured meshes, to provide local mesh refinement according to the specific local
requirements at every domain region, and allowing for scalability given its computationally efficient
cost, are some of the many advantages which make the use of FEM appealing for the solution of
EM problems. For the purposes of this Thesis, the use of local refinement is a key factor in order
to select this approach over other methods, as it allows to perform predictive mesh refinement based
on estimated wavelengths prior to the solution given the plasma properties and applied magnetic
field. In particular, this choice enables the solution of EM wave fields in the presence of ECR
regions. Both a planar [58] (THAMES) and axisymmetric (ATHAMES) versions of the code have
been implemented. The axisymmetric has been coupled with HYPHEN, a hybrid plasma simulation
platform [60, 72, 73], to obtain the coupled EM and plasma transport response in ECR thrusters.
This is shown in Chapter 5. Part of the contents of this chapter have been published in Space
Propulsion Conference 2018 [58], International Electric Propulsion Conference [59] and in Plasma
Sources Science and Technology journal [57]. The contents of this chapter are part of EP2’s
contributions to MINOTOR project.

4.1 Objectives and capabilities

Amongst the objectives of this Thesis, the role of ATHAMES is to provide accurate and com-
putationally cost-efficient solutions of the EM wave-fields in ECR plasmas. The plasmas simulated
are magnetized, bounded and inhomogeneous. The code is required to describe EM propagation
considering multiple nonuniform cutoffs and resonances. The conditions reproduced by the code
must resemble the most those presented in real ECRT prototypes.

41
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The code presents the following capabilities:

� Definition of the simulation domain properties and the excitation sources location.

� Specification of different boundary conditions, including perfect electric conductor (PEC),
perfect magnetic conductor (PMC), and a coaxial waveport.

� A coaxial waveport simulated with a lumped element, key to reproduce the coaxial ECR
thruster [26].

� Solution of Maxwell’s equations in frequency domain, returning the EM waves within an
arbitrary media containing inhomogeneous plasmas.

� Description of cutoffs and resonances featured by arbitrary low temperature ECR plasmas.

� Description of complex geometries, including domain boundaries and excitation sources by
the use of arbitrary unstructured meshes.

� Predictive mesh refinement (see §4.3) based on the characteristic minimum wavelength esti-
mated from the local plasma properties and applied magnetic field B0.

� Computation of the EM power absorption density spatial distribution Qa.

� Computation of the reflection coefficient R of the coaxial transmission line.

� Computation of the Poynting flux vector S describing the direction of the stationary EM
power flow.

� Data intercommunication communication with HYPHEN, performing the necessary interpo-
lations: (i) the plasma density ne, the effective electron collisionality νe, from the PIC mesh
to the wave (W-) mesh, (ii) the applied magnetic field intensity B0 and angle β from the
magnetic field file mesh (higher resolution) to the W-mesh, and (iii) the EM power absorbed
density from the W-mesh to the MFAM element centers..

4.2 The full wave model

As detailed in §1.1, ray tracing algorithms are not useful to model ECR thrusters as their
typical characteristic length is greater than that of the electromagnetic waves to be modeled.
Instead, the ATHAMES model utilizes a full-wave approach, which solves simultaneously for all
EM propagation directions. As a result of the investigation on the accuracy of full-wave numerical
schemes shown in Ref. [56], a 2D full-wave Galerkin’s finite element (FE) formulation based on
the use of a mixed basis of shape functions was selected to solve the curl-curl equation (2.4–5) in
the meridional plane. The mixed basis (see §4.2.2.2), is composed of:

1. Nédélec edge (H(curl)-conforming) elements [74] for the in-plane or tangential components
of E,

2. Lagrange (H1-conforming) nodal elements for the out-of-plane component of E

This choice was based on several considerations:

� FE methods do not rely on structured grids. Thus, FE allows for proper treatment highly
nonuniform problems and complex geometries. This enables a finer description of the ECR
region, which features a rapid change in the propagation properties, thus requiring non-
uniform complex refinement to be capable of characterizing the minimum wavelengths of the
problem.
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� The use of curl-curl formulation for Maxwell’s equations with respect to first-order Maxwell’s
curl equations provides with several advantages and drawbacks. On the one hand, double
curl formulation allows to solve independently for the wave electric field in all the mesh nodes
and requires no treatment for non-self-adjoint first order derivatives as in for Yee’s scheme
[75]. On the other hand, it is known that the double curl equations have more solutions
than first order equations [76] (i.e. spurious solutions) under certain circumstances. In FE,
this is treated either by penalizing the non-zero divergence as in Ref. [77], or using Nédélec
edge elements discretization, which solves for the difficulties of spurious solutions [74, 78, 79].
The latter is limited to divergence-free cases, and provides hindered computational efficiency
and accuracy [78] with respect to nodal element formulation. However, the latter requires
appropriate treatment of singularities in PEC corners.

In this Thesis, we have taken advantage of the FEM functionalities provided by the open-source
FE discretization library MFEM [80] and its associated basis functions, linear and bilinear in-
tegrators, developed by the Lawrence Livermore National Laboratory (LLNL). The library was
chosen amongst others due to its applicability to the EM wave problem and long-term capabilities,
given the extensive background of its developers and previous experience of other groups as the
Plasma Science and Fusion Center (PSFC), that applied the library also for full-wave simulations
in cold-plasmas, and in that case, located at the scrap-off layer (SOL) of fusion reactors [81].

4.2.1 Physical model

The model solves Maxwell’s inhomogeneous wave equation in frequency domain (i.e. Eq.
(2.4–5)), also called the curl-curl wave-equation for the electric field

∇×
(
∇× Ê

)
− k20 ¯̄κ · Ê = iωµ0ȷ̂a, (4.2–1)

where E = ℜ[Ê exp (−iωt)], k0 is the wave number in vacuum, and ¯̄κ is the dielectric tensor which
models the plasma EM response. A cold-plasma dielectric tensor description is used, including
effective collisionalities for each species as in Eqs. (2.3–28), (2.3–31)-(2.3–33). The cold-plasma
model (see §2.3.1) assumes that (i) the electric fields are linear, (ii) the thermal speed of electrons
is negligible, (iii) the velocity of the plasma constituents is negligible to the wave phase velocity,
(iv) and also disregarding the pressure contribution. As a result of these assumptions the plasma
response obtained is local, so that the wave propagation and absorption properties at each point
depend on the local dielectric tensor. The collisionless cold-plasma model is known to be unable to
reproduce the ECR. The effects of including wave damping in terms of an effective collisionality into
the cold-plasma model were shown for a 1D model in §3.1.4. Collisions were shown to determine
the width of the resonance layer for the case of EM power propagating in the decreasing magnetic
field direction. In the case of wave propagation in the increasing magnetic field direction, for low
damping the reflection, transmission and absorption coefficients were kept unaffected.

As a result the model retains the relevant physics to study many of the wave-plasma interac-
tion problems, including propagation, cutoffs, and accessibility [27], including that of the plasmas
appearing in ECRTs.

The wave-particle interaction is timely coupled whenever the characteristic transport time τc
and wave period are similar. In this technology, 2π/ω ≪ τc so that the wave equation can be solved
in frequency domain and the electromagnetic problem can be treated as “fast” and the transport
problem as “slow”. In other words, the EM waves perform many complete cycles before the plasma
properties are modified due to transport phenomena. The plasma-wave response is then termed
as “fast” and the plasma transport response as “slow”. As a consequence, the results of the waves
can be obtained for “frozen” plasma properties.

As the form of Maxwell’s wave equation solved has been also linearized, the superposition
principle applies, so that for excitation of more than one frequency mode in time, the individual
mode solutions to each excitation can be added to obtain the complete EM field solution.
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4.2.2 Mathematical model

4.2.2.1 Variational formulation

Applying the dot product of Eq. (2.4–5) with the complex conjugate of a trial function Ŵ , and
integrating in the simulation domain Ω, we obtain∫∫∫

Ω

∇×
(
∇× Ê

)
· Ŵ ∗dV − k20

∫∫∫
Ω

¯̄κÊ · ŴdV = iωµ0

∫∫∫
Ω

ĵa · Ŵ ∗dV . (4.2–2)

Manipulation of Eq. (4.2–2), and applying both integration by parts and Gauss theorem, results
in∫∫∫

Ω

∇×
(
∇× Ê

)
· Ŵ ∗dV =

∫∫∫
Ω

(
∇× Ŵ ∗

)
·
(
∇× Ê

)
dV +

∫∫
∂Ω

Ŵ ∗ ·
(
n̂×∇× Ê

)
dA ,

(4.2–3)
where ∂Ω is the boundary enclosing domain Ω, n̂ is the local normal vector to each boundary
element of ∂Ω. As a result, the weak form of Eq. (2.4–5) is [78]∫∫∫

Ω

[(
∇× Ŵ ∗

)
·
(
∇× Ê

)
− k20Ŵ

∗ · ¯̄κ · Ê
]
dV+∫∫

∂Ω

Ŵ ∗ ·
[
1n ×

(
∇× Ê

)]
dS = iµ0ω

∫∫∫
Ω

Ŵ ∗ · ĵadV.
(4.2–4)

The second term of Eq. 4.2–4 represents the boundary conditions. The boundaries can be
classified in

∂Ω = ∂ΩD + ∂ΩN , (4.2–5)

which represent homogeneous Dirichlet (i.e. perfect electric conductors PEC) and Neumann (i.e
perfect magnetic conductor PMC) boundary conditions, defined as

n̂× Ê = 0 , ∂Ω ∈ ∂ΩD , (4.2–6)

n̂×
(
∇× Ê

)
= 0 , ∂Ω ∈ ∂ΩN . (4.2–7)

Application of Neumann boundary conditions results in∫∫
∂ΩN

n̂×
(
∇× Ê

)
· Ŵ ∗dS = 0 . (4.2–8)

In the case of Dirichlet conditions, rearranging the terms in the expression one finds

Ŵ ∗ ·
[
n̂×

(
∇× Ê

)]
= −n̂× Ŵ ∗ ·

(
∇× Ê

)
. (4.2–9)

Given that Galerkin’s formulation is used so that the weighting and test functions are both of
the same functional space, the Dirichlet homogeneous boundary condition is taken as essential
boundary condition on PEC. Thus, n̂× Ŵ ∗ = 0 at ∂ΩD, and it is straightforward to find that∫∫

∂ΩD

n̂×
(
∇× Ê

)
· Ŵ ∗dS = 0 . (4.2–10)

As a result, after the application of boundary conditions given in Eq. (4.2–6) and (4.2–7), Eq.
(4.2–4) reads∫∫∫

Ω

[(
∇× Ŵ ∗

)
·
(
∇× Ê

)
− k20

(
¯̄κÊ
)
· Ŵ ∗

]
dV = iµ0ω

∫∫∫
Ω

Ŵ ∗ · ĵadV . (4.2–11)
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Equation (4.2–11) can be formulated by bilinear and linear forms so that we seek to find Ê
fulfilling:

a(Ŵ , Ê) = b(Ŵ ) , (4.2–12)

where a(Ŵ , Ê) is a bilinear form and b(Ŵ ) is a linear form defined as

a(Ŵ , Ê) =

∫∫∫
Ω

[(
∇× Ŵ ∗

)
·
(
∇× Ê

)
− k20

(
¯̄κÊ
)
· Ŵ ∗

]
dV , (4.2–13)

b(Ŵ ) = iµ0ω

∫∫∫
Ω

ĵa · Ŵ ∗dV . (4.2–14)

The FE method splits the domain Ω into finite elements where the discretization of Ê, Ŵ is
chosen, depending on the problem. Application of the bilinear and linear integrators onto the
domain results in a sparse linear system Ax = b that is solved by sparse matrix solvers.

4.2.2.2 Mixed finite element discretization

In the problems discussed here, solutions obtained are for modal expansions in one of the three
dimensions in Euclidean space. Solutions are obtained for each mode in the other two dimensions.
Two cases have been implemented:

• A planar solver (THAMES), where the solutions are obtained in Cartesian coordinates (x, y)
and the modal expansion is applied in z. In this case the modes wave number kz ∈ R;

• An axisymmetric solver (ATHAMES) where the solution is obtained in cylindrical coordinates
(z, r), and the modal expansion is applied in θ for which the azimuthal mode number m ∈ Z.

The planar case is not of special interest for ECR thruster geometry but its implementation allowed
to verify the code behavior of other features as using an inhomogeneous dielectric tensor including
resonances and cutoffs, the imposition of boundary condition, and, in general, a similar imple-
mentation structure to that of the axisymmetric code version. The axisymmetric code adds extra
complexity to the solution since it modifies the integrators required, also including the axisym-
metric boundary conditions. However, the overall code structure is maintained. The axisymmetric
case is of greater interest for the simulation of ECRTs, as in general these thrusters present a high
level of axisymmetry, some of them as the coaxial ECRT being almost purely axisymmetric (except
the propellant injection ports).

In both cases, the fields are decomposed into in-plane (e.g. x1 and x2) and out-of-plane (e.g.
x3) components, where the simulation plane is that formed by the two coordinates without modal
expansion. Nédélec (H(curl,Ω)-conforming1) elements [74, 82] are used for the in-plane components
and Lagrange nodal (H1(Ω)-conforming2 ) elements for the out-of-plane components of Ẽ vector.
These functional bases depend on the polynomial degree or functional base orders pN and pL.
The element order determines the amount of degrees of freedom (d.o.f.) per element. For orders
pN = pL = p = 1 we write

Ẽ(x1, x2) =
∑
i

aiÑi(x1, x2) +
∑
l

blL̃l(x1, x2)1x3
, (4.2–15)

where i and l correspond to the indexes covering all elements edges and vertices, Ñi are the H(curl)
continuous Nédélec vector basis functions of order p = 1, ai is each d.o.f. representing the tangential
value of the electric field at each edge in the mesh, L̃l represents H

1(Ω) continuous Lagrange basis
functions used for the out-of-plane electric component, and bl each d.o.f. representing the field
component values at the nodes.

1Nédélec elements are curl conforming i.e. their functional space is a subspace of H(curl,Ω), where for Ω ∈ Rn

H(curl,Ω)=
{
v ∈ (L2(Ω))n|∇ × v ∈ (L2(Ω))n

}
, being L2(Ω) the subspace of square integrable functions in Ω [78].

2For Ω ∈ Rn Sobolev space H1(Ω) :=
{
f ∈ L2(Ω); ∂jf ∈ L2(Ω), j ∈ 1, ..., n

}
.
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Figure 4.1: Nédélec vector basis functions of order pN = 1 for a triangular element.

Figure 4.2: Degrees of freedom in a Lagrange triangular element for different pL.

The local Nédélec shape functions associated with the edge i connecting nodes i and j can be
expressed [79] in terms of barycentric coordinates λi where i = 1, 2, 3, as

Ñi = lij (λi∇λj − λj∇λi) , (4.2–16)

being lij the edge length connecting the nodes i and j. Figure 4.1 shows the Nédélec vector basis

functions Ñi for a linear triangular element. Each function is associated to an edge, featuring a
constant tangential field value at the associated edge and a perpendicular field at the other two
edges [79]. The vector functions are zero at the opposite node of the associated edge. These
elements ensure tangential continuity of the interpolated field allowing also discontinuous normal
field, for instance at a material discontinuity. Additionally, they are also known to be divergence
free [83]. Due to these two last properties, this functional space is useful for the simulation of
divergence free electric fields obtained from EM FEM codes. Moreover, this basis allows to specify
directly boundary tangential boundary conditions, being a homogeneous Dirichlet that of a PEC.
The modulus of the vector basis functions associated to each degree of freedom is represented in
Figs. 4.3a-4.3c , using MFEM’s tool display-basis and visualized using software GLVIS [84].

The Lagrange functional space is used to describe scalar variables. In this case, they are used
for the modeling of the out-of-plane component. The value of each scalar function P̃l for a first
order Lagrange (pL = 1) element is shown in Figs. 4.3d-4.3f. The magnitude of each function is
maximum at the vertex of the associated degree of freedom, and zero at the other two. Within
the element, the functions increase linearly from the non-associated vertices towards the location
of the associated degree of freedom. The degrees of freedom are in this case the values of the
field at nodes in the triangle. For a linear element that is at the three vertices of the triangle and
increasing in order, the degrees of freedom scale as shown in Fig. 4.2.

Note that the number of degrees of freedom (d.o.f.) per element does not scale linearly with the
element order. For instance for pN = 1, Nédélec elements features 3 d.o.f., while for pN = 2 is 8
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(a) (b) (c)

(d) (e) (f)

Figure 4.3: Representation in a reference element of the magnitude of the basis functions associated
to each degree of freedom for (a)-(c) the Nédélec first order vector basis functions, and (d)-(f) for
the Lagrange first order nodal functions [80].

(6 for the values at the edges and 2 for values inside the triangle) and for pN = 3 is 15 (9 for the
values at the edges and 6 for values inside the triangle). In the cases of Lagrange elements, the
d.o.f. number per element is 3 for pL = 1, 6 for pL = 2, and 10 for pL = 3.

The increase in d.o.f. number allows to reduce the local approximation error without further
refining the spatial discretization. As a result, the local approximation error is directly related
to the functional basis type and order, analogously to the scheme in a finite difference method.
For a pL = 1 Lagrange triangular element the approximation error is O

(
h2
)
, being h the largest

triangle edge length. For the Nédélec linear elements, the error is proportional to O (h) due to their
constant value in a specific spatial direction [83]. The approximation error order scales with the
element order, so that the approximation error for Lagrange elements is found to be O

(
h(pL+1)

)
while for Nédélec it is O

(
h(pN )

)
.

4.2.2.3 Planar problem

Assuming planar wave propagation in z coordinate, the electric field can be expressed as

E(x, y, z) = ℜ
{
Ẽ(x, y) exp (ikzz − iωt)

}
, (4.2–17)

so that Ê = Ẽ exp(ikzz). The electric field is then decomposed into in-plane and out-of-plane
components as

Ẽ = Ẽxy + Ẽz1z , (4.2–18)

where Ẽxy = Ẽx1x + Ẽy1y, and Ẽ() are complex-valued functions of x and y coordinates. Planar
propagation in z substitutes ∇ → ∇̄ + ikz, in which ∇̄ = (∂/∂x, ∂/∂y). Using vector differential
operator identities3, the curl of field Ẽ is then given by

∇× Ẽ = ∇̄ × Ẽxy + ikz1z × Ẽxy + ∇̄Ẽz × 1z . (4.2–19)

3∇× (fA) = f∇×A+∇f ×A and ∇ (fg) = f∇g + g∇f
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As a result of using the field expansion shown in Eq. (4.2–17), Eq. (4.2–11) is simplified to a
two dimensional problem where the variables to be solved are in x, y coordinates and the volume
integrals turn into surface integrals. All the differential operators are then substituted for the
planar version, where the curl is given by Eq. (4.2–19). Since the electric field components feature
complex amplitudes, if real value solvers are to be used, a solution is to decompose the fields into
real and imaginary parts, each of them modeled by independent FE functions. Taking the real value
of the resulting equation, which involves both real and imaginary parts of the fields, the solution
can be obtained using a block matrix of the bilinear integrators. This block matrix is shown in
Tab. 4.1. Each row and column of that block matrix provides the bilinear integrators which relate
each trial function (real, imaginary, and in/out of plane component) with a test function. Each
entry of the block matrix will be represented by a M×N large matrix, being M the size of the
corresponding W degrees of freedom and N the number of degrees of freedom of the corresponding
electric field E. Note that the terms arising from the dielectric tensor have been subdivided into
matrix ¯̄κxy,xy, vectors κxy,z and κz,xy and element κz,z, where sub-indexes represent the index of
the matrix related to the corresponding coordinates.

ẼR
xy ẼI

xy ẼRz ẼIz

W̃R
xy

(∇× W̃R
xy) · (∇× ẼR

xy)

−k20
[
¯̄κRxy,xy · ẼR

xy

]
· W̃R

xy

+k2zẼ
R
xy · W̃R

xy

k20

[
¯̄κIxy,xy · ẼI

xy

]
· W̃R

xy −k20ẼRz κRxy,z ·W̃R
xy

−kz∇ẼIzW̃R
xy

+k20Ẽ
I
zκ

I
xy,z · W̃R

xy

W̃ I
xy −k20

[
¯̄κIxy,xy · ẼR

xy

]
· W̃ I

xy

(∇× W̃ I
xy) · (∇× ẼI

xy)

−k20
[
¯̄κRxy,xy · ẼI

xy

]
· W̃ I

xy

+k2zẼ
I
xy · W̃ I

xy

kz∇ẼRz W̃ I
xy

−k20ẼRz κIxy,z · W̃ I
xy

−k20ẼIzκRxy,z ·W̃ I
xy

W̃R
z −k20κRz,xy · ẼR

xyW̃
R
z

kz∇W̃R
z ẼI

xy

+k20W̃
R
z κIz,xy · ẼI

xy

∇W̃R
z · ∇ẼRz

−k20κRzz ẼRz W̃R
z

k20κ
I
zzẼ

I
zW̃

R
z

W̃ I
z

−kz∇W̃ I
z Ẽ

R
xy

−k20W̃ I
z κ

I
z,xy · ẼR

xy

−k20κRz,xy · ẼI
xyW̃

I
z −k20κIz,zẼRz W̃ I

z

∇W̃ I
z · ∇ẼIz

−k20κRz,z ẼIzW̃ I
z

Table 4.1: 4x4 Block matrix of bilinear integrator forms splitting real and imaginary parts (repre-
sented by superscripts R and I) of both in-plane and out-of-plane components of the electric field,
assuming plane wave propagation in z direction.

4.2.2.4 Axisymmetric problem

In the further complex axisymmetric formulation, the simulation domain is expressed in cylin-
drical coordinates and plane waves are assumed along θ coordinate for all quantities so that

Ê(z, r, θ) =

∞∑
m=−∞

Ẽ(m)(z, r)eimθ ,

ĵa(z, r, θ) =

∞∑
m=−∞

j̃(m)
a (z, r)eimθ .

(4.2–20)

This expansion allows to solve the system for all the modes. However, depending on the problem
some modes will contribute more significantly to the global solution than others. Due to the
linear character of Eq. (4.2–11), each mode equation (i.e. for a value of m ∈ Z) can be solved
independently and depends on the value of m.
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Let us solve now the problem for a single mode m so that we will omit superscript (m). Splitting
Ẽ = Ẽt(z, r) + Ẽθ(z, r)1θ, where Ẽt represents the tangential fields to the plane zr, and taking
the curl of this field of mode m, it is straightforward to find that

∇× Ê = eimθ
(
∇× Ẽt −

1θ
r

×∇
(
rẼθ

)
+
im

r
× Ẽt

)
, (4.2–21)

and similarly for the trial functions

∇× Ŵ ∗ = e−imθ
(
∇× W̃ ∗

t − 1θ
r

×∇
(
rW̃ ∗

θ

)
− im

r
× W̃ ∗

t

)
. (4.2–22)

Taking the dot product of Eqs. (4.2–21) and (4.2–22) results in(
∇× Ê

)
·
(
∇× Ŵ ∗

)
= ∇× Ẽt·∇ × W̃ ∗

t +
m2

r2
Ẽt · W̃ ∗

t − im

r2
Ẽt · ∇

(
rW̃ ∗

θ

)
+
im

r2
W̃ ∗

t · ∇
(
rẼθ

)
+

1

r2
∇
(
rẼθ

)
· ∇
(
rW̃ ∗

θ

)
.

(4.2–23)

Let us decompose the dielectric tensor as

¯̄κ =

(
¯̄κtt κt,θ
κθ,t κθ,θ

)
, (4.2–24)

so that combining combining Eqs. (4.2–20)-(4.2–24) with Eq. (4.2–11) we can find a real equation
that involves both the real and imaginary degrees of freedom of the problem representing the
electric field complex amplitude vector Ẽ. Such equation is composed by the addition of multiple
bilinear integrators that can be ordered in a block matrix, which is shown in Tab. 4.2. As the
differential dV = rdθdrdz the integration in a 3D domain Ω turns into the meridional plane Σ (i.e.
z, r) so that ∫∫∫

Ω

dV → 2π

∫∫
Σ

rdrdz , (4.2–25)

so that for all the volume integrals in Eq. (4.2–11) the integrands are scaled by a factor r.

ẼR
t ẼI

t ẼRθ ẼIθ

W̃R
t

r (∇× W̃R
t ) · (∇× ẼR

t )

−rk20(¯̄κRt,t · ẼR
t ) · W̃R

t

+m2

r ẼR
t · W̃R

t
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I
θκ

I
t,θ · W̃R

t

W̃ I
t −rk20

[
¯̄κIt,t · ẼR
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Table 4.2: 4x4 Block system of bilinear integrator forms splitting real and imaginary parts (repre-
sented by superscripts R and I) of both in-plane and out-of-plane components of the electric field,
assuming plane wave propagation in θ direction for any mode number m.
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In order to satisfy the axisymmetric boundary conditions at the z-axis, the discretization of
Ẽ(m) and W̃ (m) in the axisymmetric case depends on the mode number m. The conditions are
[79]:

E(0)
r = E

(0)
θ = 0 , (4.2–26)

E(±1)
r = ∓iE(±1)

θ = 0 , E(±1)
z = 0 , (4.2–27)

E(m)
r = E

(m)
θ = E(m)

z = 0 , |m| > 1 . (4.2–28)

The discretization that fulfills such conditions [79, 85] is:

E(m) =


∑Nedge

i=1 Ni (r, z) e
(m)
t,i + 1θ

∑Nnode

i=1 Ni (r, z) e
(m)
θ,i , m = 0 ,∑Nedge

i=1 rNi (r, z) e
(m)
t,i + (1θ ∓ i1r)

∑Nnode

i=1 Ni (r, z) e
(m)
θ,i , m = ±1 ,∑Nedge

i=1 rNi (z, r) e
(m)
t,i + 1θ

∑Nnode

i=1 Ni (z, r) e
(m)
θ,i , |m| > 1 .

(4.2–29)

The conditions provided in Eqs. (4.2–26) and (4.2–28) are satisfied imposing PEC boundary
conditions on the azimuthal fields at the nodes on the z-axis.

Note that ATHAMES current version assumes the field is purely axisymmetric (i.e. m = 0), as
it is the one of main interest for ECRT simulations.

Having solved for Ẽ, the wave magnetic field complex amplitude vector can be obtained using
Eqs. (2.4–1) and (4.2–21) so that

B̃ = − i

ω

(
∇× Ẽt − 1θ ×

∇(rẼθ)

r

)
. (4.2–30)

4.2.3 Coaxial transmission line model

In the coaxial ECRT, the power is transmitted to the plasma through a coaxial line that ends in
a dielectric window at the thruster chamber. In order to simulate this condition, a lumped element
model is used in which a small element upstream the coaxial line is excited with a current source.
The boundary condition of the port is set to Neumann and as a result a TEM mode is excited
along the coaxial line.

Figure 4.4: Coaxial lossless transmission line terminated in a load [86].

The coaxial transmission line and the plasma form an electromagnetic system as shown in Fig.
4.4. Often, in such systems, standing waves appear whenever there is an impedance mismatch
between the loads applied on a line, ZL, and the characteristic impedance of a transmission line,
Z0. Let us assume that (i) a source located at z < 0, (ii) the line is lossless, (iii) and that is
aligned with the z axis as depicted in Figure 4.4. A standing wave appearing in the coaxial can
be represented by a total line voltage that results from the sum of an incident/forward wave and
a reflected wave [86]

V (z) = Vfe
ikrz + Vre

−ikrz . (4.2–31)
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Equivalently, the total current on the line is

I(z) =
Vf (z)

Z0
eikrz − Vr(z)

Z0
e−ikrz . (4.2–32)

For a coaxial line (see Fig. 4.4)

Z0 =

√
µ

ε

ln b/a

2π
, (4.2–33)

where µ and ε are the permeability and permittivity of the material between the inner and outer
conductors of the coaxial line, with respective diameters a and b.

The total voltage and current at the load are related by the load impedance as

ZL =
Vf + Vr
Vf − Vr

Z0 . (4.2–34)

Therefore, the voltage reflection coefficient or normalized reflected voltage wave ratio is

R =
Vr
Vf

=
ZL − Z0

ZL + Z0
, (4.2–35)

where R is a complex number, which is only zero whenever the impedance of the load is equal to
that of the line, so that the line is said to be matched.

Since there is a standing wave, the voltage on the line is not constant and the maximum and
minimum voltages on the line are equal to

Vmax = |Vf |(1 + |R|) , (4.2–36)

Vmin = |Vf |(1− |R|) . (4.2–37)

Thus the difference between Vmax and Vmin is directly related to the impedance mismatch of the
line, and thus the voltage standing wave ratio (VSWR)

VSWR =
|Vmax|
|Vmin|

=
1 + |R|
1− |R|

, (4.2–38)

can be used as an indicator of the level of reflection on the transmission line.

4.3 Numerical implementation

4.3.1 Code architecture

The ATHAMES architecture is designed similarly to that of HYPHEN modules [60]. The de-
sign is based on modularity, to allow for adequate code debugging and verification. The code
development is based on strict verification standards. Section §4.4 shows the different unit, func-
tional, and integration tests developed. The code makes use of various programming languages.
For pre-processing and post-processing routines (i.e. SET and POST), MATLAB is chosen due
to its functionalities and packages. The computational code, named as CORE, is written in C++,
as the code takes advantage of packages written in this language, specially the FE discretization
library MFEM [80]. This library accounts for high-order FE spaces both in 2D and 3D including
H1-conforming , H(div)-conforming , H(curl)-conforming spaces, discontinuous L2 spaces, etc.
It allows to deal with triangular, quadrilateral, tetrahedral, hexahedral elements, using different
forms of refinement (e.g. uniform, local, non-conforming) depending on the element type and to
optimize the mesh. Additionally, the code provides with compatibility to apply multiple solvers
depending on the type of linear algebra system found, including GMRES, MINRES, PCG, hypre
solvers, PETSc suite linear and non linear solvers and preconditioners, parallel and serial sparse
direct solvers as SuperLU, KLU, STRUMPACK or UMFPACK from the SuiteSparse library.
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Figure 4.5: ATHAMES overall architechture

The overall structure of the code is depicted in Fig. 4.5. The code is comprised by three
differentiated parts: (i) the SET, (ii) the CORE, and (iii) the POST units.

The SET unit comprises a series of subroutines that generate the necessary inputs for an EM
simulation. These inputs are:

• sim name.txt where the simulation name is written and all files are saved;

• the plasma properties (ne, νe) obtained either with a preprocessing routine or from HYPHEN
simulation outputs;

• the magnetic field topology file (or in absence of one the magnetic field data contained in
HYPHEN simulation file);

• the sim params.inp file where simulation parameters are detailed as simulation paths (e.g.
mesh path), mesh information, domain types and boundary conditions, problem variables
(e.g. excitation frequency), solution parameters (e.g. order of the finite elements used), and
simulation flags (e.g. save BLOCK sparse matrix flag);

• the unstructured mesh file (e.g in formats .msh, .vtk, .mesh, etc).

Secondly, the code CORE is structured in several steps:

1. Input generation (mod inputGen.cpp): in this step the code reads the input data from the
SET files and creates the necessary objects to run a simulation.

2. Mesh generation (mod meshGen.cpp): this function takes the mesh path, dimension, and
refinement options to generate a mesh object of MFEM class Mesh.

3. Finite element space generation (mod feGen.cpp): this function generates the finite element
spaces associated to the degrees of freedom of the problem based on the mesh. The finite
element spaces to be used are generated, in this case H(curl)-conforming function collection
ND FECollection for the in-plane electric field components and the H1-conforming func-
tion collection H1 FECollection for the out-of-plane components. The function creates
these spaces based on the element orders specified in the input file.
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4. Input variable 2D maps reading and objects generation for ne, νe, B0, and β and also that
for the current excitation sources, using the class Grid Function and its member functions.

5. Dielectric tensor generation by application of class FunctionCoefficient and its member
functions.

6. Boundary condition module (mod bdr.cpp): identifies the boundary condition type associ-
ated to the mesh boundary IDs based on the input simulation data. For the PEC boundary
conditions it identifies the degrees of freedom associated to that boundary and adds them to
the array of essential degrees of freedom.

7. Domain module (mod dom.cpp): identifies the type and number of simulation domain sub-
divisions attributed to each mesh partition, assigning a mask to each domain depending on
whether it is a plasma, vacuum or excitation source.

8. Coefficient generation: definition of the coefficients required by the bilinear and linear inte-
grators using classes:(i) Coefficient, VectorCoefficient and MatrixCoefficient
depending on the type of coefficient used, (ii) classes assigned only to a specific region using
the mask created identifying each part of the domain named Restricted, (iii) additional
coefficients were required in order to combine multiple coefficients, based on class inheritance
property, (iv) and VectorArray and MatrixArray coefficients which allow to set vector
and array entries defined in other coefficients.

9. RHS building mod RHS.cpp: based on the input data, the linear form Eq. (4.2–14) is
implemented using VectorFEDomainLFIntegrator for the in-plane components of the
excitation current and DomainLFIntegrator for the out-of-plane components (i.e. both
for the real and imaginary parts).

10. Block matrix assembly (mod LHS.cpp): depending on whether or not the FE space of the
test function is the same of the weight function, the module creates either bilinear or mixed-
bilinear forms. These are respectively the diagonal and off-diagonal terms of block matrix
shown in Tab. 4.2. Integrators used are shown in Table 4.3.

11. The rows and columns corresponding to the essential degrees of freedom found in the bound-
ary definition module, are eliminated from the block matrix.

12. SparseMatrix ¯̄A of the linear system is created using the block matrix assembled.

13. The KLU solver is selected to be applied to solve this linear system, obtaining the final
solution stored Ẽ in objects of class GridFunction. These data are saved in output text
files, including optional data as sparse matrix A and RHS vector, etc.

14. Ẽ is then used to compute the terms of Eq. (4.2–30) which are the curl of the tangential
field and the gradient of the azimuthal fields. For every element in Mesh, an associated the
element transformation object defining all the methods to transform from reference to phys-
ical coordinates in the mesh is used in combination with member functions GetGradient
and GetCurl of the class GridFunction. The results of GetGradient and GetCurl
of the normal and tangential components of electric field, respectively, are stored into files
which are post-processed to compute the magnetic field complex amplitude, and therefore
the Poynting vector S.

Lastly, a POST unit postprocesses the EM wave-fields and obtains the relevant outputs as the
Poynting vector S, the EM power absorption density maps Qa, the reflection coefficient of the line
|R|, or the solution. Additionally, it stores relevant variables, depending on the settings, in order
to visualize variables as the sparse matrix solved, etc. These variables are controlled by user input
flags specified in the sim params.inp file.
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Integrator Trial space Test Space Coefficient(λ) Operator

CurlCurlIntegrator Nédélec Nédélec Scalar, matrix (λ∇× W̃t,∇× Ẽt)

VectorFEMassIntegrator Nédélec Nédélec Scalar, matrix ( λW̃ , Ẽ)

DiffusionIntegrator H1 H1 Scalar, matrix
(
λ∇(rW̃θ),∇(rẼθ)

)
MassIntegrator H1 H1 Scalar (λW̃θ, Ẽθ)

MixedVectorMassIntegrator Nédélec Nédélec Scalar, matrix (λW̃t, Ẽt)

MixedVectorProductIntegrator Nédélec H1 Vector (λW̃θ, Ẽt)

MixedDotProductIntegrator H1 Nédélec Vector (λẼθ, W̃t)

Table 4.3: List of integrators provided by MFEM applied to build the block matrix system form = 0.

4.3.2 Integration with HYPHEN

The main purpose of the Thesis is to provide complete simulations of ECRT plasma thrusters and
perform parametric investigations on specific design and operation parameters. The main details
of such coupling can be found in Chapter 5. Here some details regarding the implementation of
the coupled simulation launcher and the approach used are provided. Additionally, an overview of
the main aspects of the subroutines utilized to transfer data between codes is provided.

ATHAMES is required to be coupled to the HYPHEN [60] simulation transport code. As both
codes are programmed in different programming languages (i.e. Fortran for HYPHEN and C++
for ATHAMES) and are independent codes, a wrapper that allows to call both codes and transfer
information is required in order to obtain coupled simulations. This routine is implemented in
Python.

Several adaptations to HYPHEN were required in order to obtain coupled simulations with a
wave module, in this case ATHAMES. Amongst the few updates to HYPHEN required by this
new feature, the following are highlighted:

� Definition of meshes of the type of interest for ECRT geometries.

� Addition of wave-module (e.g. ATHAMES) variables (e.g. number of wave module timesteps).

� PostData generation option to define a structure for iterative and sequential HYPHEN
launches for coupled simulations.

The interaction between HYPHEN and ATHAMES is given by the inputs and output shown in
Table 4.4.

Input Origin
ne, νe HYPHEN(Electron fluid module)
B0, β Applied magnetic field data

Output Destination
Qa HYPHEN (Electron Fluid module)

Table 4.4: Major inputs and outputs of ATHAMES (see Fig. 5.2).

4.3.2.1 Wrapper structure overview

First of all, the simulation files of each code have to be prepared separately as individual simula-
tions. Then the set of HYPHEN has to be generated with provides with the necessary files to run
a simulation (i.e. SimState.hdf5) and save printout data (i.e. PostData.hdf5). Then, the
wrapper implemented reads the HYPHEN input simulation file sim params.inp where the wrap-
per simulation settings are specified and based on the number of initialization steps (i.e.generally
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using a polytropic law for the electrons or an isothermal electron population), simulation steps
(i.e. total number of simulation steps of coupled simulation), and number of steps between wave
module calls, the code launches HYPHEN and carries out a number of loops where (i) HYPHEN
completes a number of steps, (ii) HYPHEN2ATHAMES.m code is called transferring the necessary
data from HYPHEN simulation state to ATHAMES, (iii) ATHAMES is launched computing the
EM fields, (iv) ATHAMES2HYPHEN.m is used to post-process the data, obtain derived quantities
and transfer the data to HYPHEN; (v) HYPHEN is relaunched continuing from the last simulation
timestep simulation state and with the updated map of EM power absorption.

4.3.2.2 HYPHEN-ATHAMES intercommunication subroutines

Regarding the implementation details of HYPHEN2ATHAMES.m, the function reads the simula-
tion data and creates the simulation files compatible with ATHAMES for the electron density and
collisionality and applied magnetic field. As the meshes utilized by HYPHEN feature much lower
resolution than those used by ATHAMES (e.g. from 103 HYPHEN mesh cells to 105 ATHAMES
mesh elements), the profiles require smoothing. The smoothing used is a Gauss filtering applied on
the plasma properties. The smoothed plasma properties are then interpolated to W-mesh. In the
case of magnetic field data, the magnetic field and is interpolated from a finer magnetic mesh used
to generate the Magnetic Field Aligned Mesh (MFAM) used by HYPHEN electron fluid module.

After ATHAMES execution process is finished, using the EM fields solution, the subroutine
ATHAMES2HYPHEN.m computes the power absorption map, Poynting vector, the total power ab-
sorbed by the plasma and the power reflection coefficient. The power reflection coefficient is
determined by the voltage standing wave ratio within the coaxial, computed as in Eq. (4.2–38). In
the simulation settings, it can be decided whether the total power absorbed by the plasma source
or the input or forwarded power is fixed. The former is less realistic but can be useful to inves-
tigate a specific thruster operating point. The latter is more adequate as it allows to investigate
the behavior of the coupled EM system, as the reflection coefficient depends also on the plasma
impedance which is a function of the plasma density and, therefore, on the operating point itself.

Regarding the power absorption map, its interpolation to a coarser mesh (the MFAM) is re-
quired. As direct interpolation methods may result in spatial aliasing since the power absorption
profile obtained by ATHAMES may present sharp gradients within a MFAM element, a spatial an-
tialiasing algorithm is implemented. The algorithm identifies the ATHAMES mesh nodes contained
within each element and takes an averaged value assigned to the MFAM cell centers. Afterwards,
this power absorption map is integrated in the MFAM and scaled proportionally to result in the
target power absorbed obtained in the W-mesh to maintain the total absorbed power Pa.

4.3.3 Meshing

One of the main advantages of applying FEM instead of FDM is the versatility provided by the
use of unstructured meshing. The utilization of unstructured meshes against structured alterna-
tives provides several benefits. Firstly, it allows to define problems with arbitrary and complex
geometries, for which an structured mesh is not simple to generate and in some cases it not even
possible. Additionally, the definition of curved geometries with structured meshes leads to stair
stepping issues, which can be avoided by the use of an unstructured approach. Secondly, and
more importantly, unstructured meshes provide optimal flexibility in terms of refinement, since
it is possible to provide specific mesh resolution attributed to different regions in the domain.
This last feature is key for EM wave simulation in ECR plasmas, since mesh resolution require-
ments are directly influenced by the local media properties. Then, in order to avoid the use of
a high-resolution refinement in the entire domain, any sort of local refinement is adviceable to
obtain computationally cost-effective solutions. For this reason ATHAMES is designed based on
unstructured meshing.

Amongst the multiple open-source softwares available for unstructured meshing, in this work
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Figure 4.6: Example of unstructured mesh obtained using GMSH using partitions, a curved internal
boundary and local refinement.

GMSH4 [87] software has been utilized as mesher, as it provides with all the features necessary and
also features MFEM-compatible mesh formats. GMSH allows to define a geometry with variables
in a .geo file, where the meshing options can be coded, physical boundaries defined, as well as
local refinements, domain IDs, boundary IDs, etc. Once the geometry file is completed, it only
takes a single command line from the terminal to create a mesh, where some parameters allow
to configure meshing including 1D, 2D, or 3D generation, typical output filename and type, the
meshing algorithm used (e.g. Delaunay, frontal), an also other functionalities related to mesh
coarseness. An example mesh featuring all the features above is shown in Fig. 4.6.

4.3.3.1 Predictive mesh refinement

As mentioned before, efficient simulation of ECR plasmas requires the use of some sort of local
refinement. GMSH allows to specify a target element size function to the mesher in an input
file provided prior mesh generation, without requiring the modification of the .geo file. The
target element size has to be provided in a GMSH compatible mesh format, in which in our case
a roughly uniform mesh is selected, created by Delaunay triangulation method using GMSH. A
series of subroutines were implemented to determine the target element size function based on the
specific refinement requirements of an ECRT simulation. After creating the target element size
vector, the map is interpolated to the uniform mesh obtained by GMSH creating the background
mesh (i.e. .bgm) file with the associated target element size. Application of GMSH command
option -bm followed by the name of the .bgm file generated allows to generate a mesh featuring
predictive refinement.

The target element size is determined directly by the local plasma properties and the applied
magnetic field. Based on these properties, the local estimated wavelengths of all the modes propa-
gating at each domain node are computed using their respective dispersion relations. The dispersion
relations are given in §2.6 including the electron damping. Taking the minimum of all these wave-
lengths an estimated local minimum wavelength lmin is obtained. A factor Nλ = lmin/lc > 20,
being lc the characteristic mesh size or target element size. This target element size is then pre-
dicting the resolution required for the waves in each region of the domain. Minimum wavelength
is typically found close to resonances as it is the case of the ECR (i.e. R → ∞) and the UHR (i.e.
S = 0) regions. An example of the mesh obtained after the application of predictive refinement is
shown in Fig. 4.7. Here the simulation domain of a coaxial ECRT is meshed with an unstructured
mesh using the target element size shown in Fig. 4.7a. GMSH refinement algorithm obtains the
mesh shown in Fig. 4.7b, where, as expected, the regions featuring the lowest target element size
are fundamentally the ECR and in a lesser amount the UHR. For the ECR plasmas found in this
type of ECRTs, lmin ∼ O(1 mm) so that the minimum target element size is one order of magni-
tude below the mm scale. Additionally, the mesh is refined at the vicinity of domain PEC corners
as the solutions there may require more resolution due to the sharp discontinuities in the fields

4https://gmsh.info/
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there. Local refinement is also applied to the dielectric window connecting the coaxial line with
the thruster chamber, in order to smoothen the transition.

(a) (b)

Figure 4.7: (a) Target element size function and (b) resulting mesh after the application of predictive
refinement.

Figure 4.8: Complex phase of the Ez fast electromagnetic field and number of mesh elements per
local wavelength for a uniform mesh (left) and for a refined mesh (right).

In order to verify the interest and application of this feature, let us anticipate one of the numerical
results obtained for the reference simulation shown in Chapter 5. Figure 4.8 show the numerical
results of ATHAMES for the complex phase of the axial component of the wave electric field (i.e.
φ(Ẽz)) in a (a) uniform very fine mesh (i.e. 96239 elements), against a solution with using predictive
refinement, shown in Fig. 4.8(b), (b) predictive refined mesh with 120782 elements. Figures 4.8(c)
and (d) display the characteristic number of mesh elements per wavelength, this one computed
from the local dielectric tensor. Important EM propagation parametric boundary surfaces are
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represented in dashed lines (ECR), solid lines (the P cutoff) and dashed-dotted lines (UHR). High-
wavenumber oscillations are observed in the neighborhood of the UHR and P boundary surfaces
in the uniform mesh simulation results, which are only partially physical. Such oscillations do not
correlate with waves as there is a mismatch between the expected wavelengths given by the local
properties and the numerical simulation. Furthermore, as the oscillations scale is of the order of
the mess-cell characteristic length, this suggests that such oscillations are in fact, at least partly,
spurious noise. Indeed progressive refinement of the mesh in regions II, III and IV of the CMA
diagram (see §2.8), as represented in Fig. 4.8(d), shows that the fields converge to those on Fig.
4.8(b), where most of these oscillations have disappeared and therefore are considered error noise.
Only some of the oscillations remain in the low-density channel that occurs near the inner rod
element in this simulation, as shown in the main text (Fig. 5.9). Noteworthily, while the noise
affects the field phase, it was observed that it does not impact significantly the power absorption
profile.

As a final observation, it is noted that for the multiple plasma and magnetic field profiles were
tested, the location of this noise is in direct correlation with the UHR surface. Similar spurious
solutions near this resonance are reported near lower-hybrid resonances in other works [88], which
show some mathematical analogy with the UHR. A regularization of the double-curl formulation
of the finite elements scheme is suggested there as an alternative route to solve this issue [89, 90].

4.4 Verification

Test Name Type Success criteria

FScaledGFCoefficient test associated
to derived class FScaledGFCoefficient.

Functional

Scales a GridFunctionCoefficient with
a different Coefficient, in this case a
Gaussian. Expected scaling of input

coefficient from a file.
MMS for 2D planar module with

metallic case geometry and arbitrary
plasmas [58].

Integrated
Convergence rate of the order of the

method for different model parameters.

MMS for 2D axisymmetric module
with annular metallic case geometry

and arbitrary plasmas.
Integrated

Convergence rate of the order of the
method for different model parameters.

MMS 2D axisymmetric module with
cylindrical metallic case geometry and

arbitrary plasmas.
Integrated

Convergence rate of the order of the
method for different model parameters.

MMS for verification of fulfillment of
axisymmetric boundary conditions in

the 2D axisymmetric module.
Integrated

Convergence rate of the order of the
method for different model parameters.

Comparison against 1D semi-analytic
solution.

Integrated
A MATLAB code wave1D is used to
verify the operation of the code in

simple geometries.

System assembly and solution from
input files.

Integrated

Compares simulations with inputs as
nodal values given in external files and
analytical C++ functions. Errors in

the assembled block matrix coefficients
between both approaches lie below a

tolerance.

Table 4.5: List of major ATHAMES tests.
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As ATHAMES integrates several tested packages (e.g. MFEM library, SuiteSparse solvers), a
behavior-driven development (BDD) approach has been the leading testing philosophy used for its
verification process. This strategy is based on the execution of functional or integration tests. A
list of the major tests in the suite has been summarized in Tab. 4.5. Unit tests are not shown in
this table for the sake of brevity.

4.4.1 Method of manufactured solutions

Several of the integration tests listed in Tab. 4.5 employ the so-called Method of Manufactured
Solutions (MMS) which has been identified to an effective method for the verification process of
algorithms that solve differential equations and, in particular, to FEM electromagnetic codes [91].
The method allows to, not only obtain the convergence rate or method order, but also to reveal
errors in code implementation. The MMS consists on applying the differential operator of the
strong form of the equation to be solved to a designed manufactured solution (i.e. Ẽmms). The
manufactured solution is required to be compliant with the boundary conditions imposed. Ana-
lytically, a RHS or excitation current in this case can be found (i.e. j̃mms). This RHS is then
taken as input into the numerical differential equation to be solved and the numerical solution (i.e.
Ẽ) of that problem is found. The numerical solution obtained can be compared with the manu-
factured solution providing an estimate of the error of the approximation, for instance, in terms
of norm error. As a result, the test verifies the matrix building method and its implementation,
where the verification is based on convergence rate and convergence itself. The convergence rate is
determined by the approximation error of the truncation provided by the use of an specific finite
element type.

Following the examples given on the work of Garcia-Doñoro [91], the verification of ATHAMES
using MMS has been carried out part by part. MMS is applied to specific terms of the matrix
building process, and stacking them until proving the convergence of the method for the complete
differential equation to be solved for the most complex scenario to be considered. This approach
has been consistently used throughout the development of both the planar (THAMES) [58] and the
axisymmetric (ATHAMES) versions [57] of the code. The most relevant tests using this method-
ology are summarized hereinafter.

4.4.1.1 THAMES verification

In the case of THAMES, the verification is shown in a two dimensional rectangular domain of
H = 2 m height (along y) and L = 5 m length (along x). The domain boundaries are PEC so that
at y = 0 m and y = H, Ẽx = Ẽz = 0 V/m and at x = 0 m and x = L, Ẽy = Ẽz = 0 V/m.

All tests are performed with the following manufactured solution:

Ẽmms =

 sin(k1y) + i sin(k2y)
sin(k1x) + i sin(k2x)

sin(k3x) sin(k3y) + i sin(k4x) sin(k4y)

 , (4.4–1)

which is represented in Fig. 4.9. The order of both the Nédélec (in-plane) and Lagrange (out-of-
plane) element functional spaces is selected to be pN = pL = 2. Simulation parameters as plasma
density and magnetic field intensity have been chosen to resemble those of the ECRT [49]. The
different scenarios tested are:

� Case 1: unmagnetized underdense plasma slab (B = 0 T , n = n0 = 5× 1016 [ m−3 ], CMA
region I, kz = 0 m−1, νe/ω = 0.01).

� Case 2: magnetized overdense plasma slab (B = B0 = 0.1 T, n = n0 = 2× 1017 [ m−3 ],
CMA region VIII, kz = 0m−1, νe/ω = 0.01).

� Case 3: increasing kz (B = B0 = 0.1T , n = n0 = 2 × 1017 [ m−3 ], CMA region VIII,
kz = 100m−1, νe/ω = 0.01).
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Figure 4.9: Manufactured solution with parameters k1 = k3 = 2π, k2 = k4 = 4π.

� Case 4: increasing B0 (B = B0 = 0.3T , n = n0 = 2 × 1017 [ m−3 ], CMA region VIII,
kz = 10m−1, νe/ω = 0.01).

� Case 5: increasing νe/ω (B = B0 = 0.3T , n = n0 = 2 × 1017 [ m−3 ], CMA region VIII,
kz = 10m−1, νe/ω = 0.1).

� Case 6: including inhomogeneous plasma density (B = B0 = 0.1 T, n(y) = 2 × 1017(1 −
(y/H)2) [m−3 ], kz = 10m−1, νe/ω = 0.1).

For each scenario, the test forcing functions are computed from Eq.4.4–1 and Eq. (2.4–5). In order
to reduce the amount of cases investigated in this study, wave numbers k1, k2, k3, k4 are set fixed
for all test cases as shown in Fig. 4.9.

Passing several test cases is considered as milestones for the code development process, each
of them having different sets of simulation parameters. Case 1 shows the simplest simulation
performed, which is a case run for an unmagnetized underdense plasma (i.e. ω2

pe/ω
2 < 1) that is

equivalent to EM propagation region I in the CMA diagram[27], equivalent to the far plume. Cases
2-6 are for magnetized overdense plasmas (i.e. ω2

pe/ω
2 > 1 & ωce/ω > 1) corresponding to CMA

region VIII. The latter region is characteristic of ECRT plasmas upstream the ECR region. Case
2 reproduces an overdense magnetized homogeneous plasma slab. The inclusion of a magnetic field
intensity generates anisotropy in the media and couples the different electric field components (see
Eq. (2.3–28)). Case 3 includes a out-of-plane wave number. Case 4 increases by a factor of 3
the magnetic field intensity with respect to case 3. Case 5 increases the effective collisionality by
one order of magnitude with respect to case 4. Case 6 takes case 5 and includes inhomogeneous
plasma density with quadratic profile in y axis, with maximum at y = 0, and zero at y = H .

The results of the convergence analysis for each scenario, an their computational time are shown
in Table 4.6. The error between the numerical solution and the manufactured solution is computed
as the L2-norm absolute error defined as

e =

∫
Σ

||Ẽ − Ẽmms||2dΣ , (4.4–2)

for both in-plane and out-of-plane components of the electric field. The convergence of the data
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N Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

exy
[V/m]

62 2.184 1.255 · 101 2.217 · 101 1.476 · 101 5.830 1.157 · 101
188 1.087 6.766 8.402 1.130 · 101 3.915 8.526
652 2.942 · 10−1 1.796 2.901 1.710 6.606 · 10−1 1.489
1232 1.670 · 10−1 9.561 · 10−1 1.363 1.261 4.153 · 10−1 8.393 · 10−1

3402 6.204 · 10−2 2.786 · 10−1 3.492 · 10−1 4.745 · 10−1 1.611 · 10−1 3.266 · 10−1

7504 2.698 · 10−2 1.153 · 10−1 1.468 · 10−1 1.990 · 10−1 6.604 · 10−2 1.283 · 10−1

16690 1.262 · 10−2 5.102 · 10−2 5.810 · 10−2 8.969 · 10−2 3.007 · 10−2 5.171 · 10−2

29760 6.806 · 10−3 2.842 · 10−2 3.179 · 10−2 4.429 · 10−2 1.544 · 10−2 2.467 · 10−2

66056 3.074 · 10−3 1.282 · 10−2 1.395 · 10−2 1.971 · 10−2 6.805 · 10−3 1.017 · 10−2

ez
[V/m]

62 1.381 8.175 9.067 4.851 · 10−1 2.435 3.356
188 7.132 · 10−1 4.323 4.537 5.070 2.072 2.576
652 1.117 · 10−1 1.095 1.552 7.653 · 10−1 4.168 · 10−1 5.069 · 10−1

1232 5.334 · 10−2 6.063 · 10−1 7.477 · 10−1 5.446 · 10−1 2.486 · 10−1 3.004 · 10−1

3402 1.639 · 10−2 1.744 · 10−1 1.962 · 10−1 2.292 · 10−1 1.094 · 10−1 1.262 · 10−1

7504 5.104 · 10−3 7.539 · 10−2 8.622 · 10−2 9.773 · 10−2 4.988 · 10−2 5.702 · 10−2

16690 1.759 · 10−3 3.273 · 10−2 3.515 · 10−2 4.560 · 10−2 2.422 · 10−2 2.651 · 10−2

29760 7.120 · 10−4 1.853 · 10−2 1.963 · 10−2 2.303 · 10−2 1.316 · 10−2 1.403 · 10−2

66056 2.177 · 10−4 8.371 · 10−3 8.767 · 10−3 1.030 · 10−2 5.996 · 10−3 6.328 · 10−3

tc [s]

62 0.029 0.049 0.070 0.023 0.033 0.11273
188 0.090 0.135 0.128 0.127 0.100 0.139
652 0.381 0.339 0.324 0.353 0.306 0.304
1232 0.538 0.495 0.625 0.780 0.521 0.517
3402 1.340 1.268 1.518 1.621 1.284 1.259
7504 2.492 2.832 2.902 3.463 3.174 2.915
16690 6.225 6.810 6.861 9.532 7.236 6.848
29760 11.122 12.532 13.153 16.924 13.475 12.910
66056 22.774 32.825 31.803 33.566 35.119 32.725

Table 4.6: Convergence and computational requirements of the simulation are run for increasing
number of elements (N) depending on the complexity of the simulation, increasing from Case 1 to

Case 6. L2-norm errors between the manufactured Êmms and numerical Ê solutions are displayed
in absolute value. Workstation specifications: 16Gb RAM, Intel Core�i7-6700 CPU @ 3.40GHz x 8.

of the different cases is shown in Fig. 4.10. Comparison of the errors evolution show that the
totality of test runs converge to the analytical solution with mesh refinement. For all the in-plane
components the convergence rate is that of the Nédélec element functions of order two (i.e. O(h2))
where p = log(e)/ log(h). Regarding the out-of-plane convergence, for the unmagnetized case the
convergence rate is that of the Lagrange second order elements (i.e. O(h3)). However, by the
introduction of magnetization in the problem, both functional spaces are coupled and the one with
higher truncation error dominates on that of the other spaces. As a result, for all magnetized cases
the truncation error is O(h2) (i.e. p = 2 ).

Comparing cases, one first notices that case 2 convergence is considerably worse than that of
case 1 as can be seen in Table 4.6 for both in-plane and out-of-plane solutions. The effect on the
computational time is increasing it by almost 50%. This is a result of the increased number of non-
zero coefficients per row of the linear system matrix. Comparison of the convergence of case 3 with
case 2 shows that both convergence and computational time are barely affected by the increase
in kz. Case 4 convergence compared to Case 2 is slightly worse for the former, suggesting that
the magnetic field has higher impact on convergence than kz. Comparison between cases 5 and
4 shows that increasing the collisionality results in improving the convergence of the simulations.
Further information about this topic is provided in §4.5. Convergence of case 6 is similar but
slightly worse than that of the homogeneous case (i.e. case 5).

All test cases feature similar computational times, specially those with magnetization as these
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Figure 4.10: Convergence of THAMES verification.

increase considerably the number of non-zero terms in the sparse matrix with respect to the
unmagnetized case. Furthermore, the computational time growth with the number of elements is
very similar for all cases.

4.4.1.2 ATHAMES verification

For the axisymmetric code several modifications were required with respect to the planar case.
First, the presence of different coefficients, including weighting proportional and inversely propor-
tional to the radius. Second different terms and Integrators to be used in the assembly of the
block matrix shown in Tab. 4.2 for m = 0. Third, the axisymmetric boundary conditions which
provide an additional complication in terms of formulation.

Based on the knowledge obtained from the verification of the planar code, several tests were
run of an annular geometry and then on a cylindrical geometry, being the simulation domain that
contained in the meridian half-plane of each domain. For both geometries, the domain extends
from the minimum radius rmin to the maximum radius rmax by a distance H = 2 m. The domain
is L = 5 m long in the z direction. Two different roughly uniform unstructured mesh batches are
created, one for each geometry. The mesh batches span in number of elements with characteristic
element size h ∈ (10−2, 1). The mesh batch with no symmetry axis within the simulation domain
is named M1 and accounts for 15 meshes. A second mesh batch including the symmetry axis
is called M2 and is formed by 10 meshes. For all cases considered, second order Nédélec and
Lagrange elements are used.

A series of tests have been implemented for ATHAMES by applying the MMS, which are clas-
sified depending on the mesh batches used as:

• Anular geometry tests MMS-1 and MMS-2.

• Cylindrical geometry tests MM-3 and MMS-4.

The tests are:

• Test MMS-1: a simulation domain without symmetry axis (using M1) and PEC walls is ex-
cited with a source term resulting from assuming an azimuthal manufactured field Ẽmmsθ =
sin(kr(r − rmin)) sin(kz(z − zmin)), being kr = 2 and kz = 2. A constant overdense plasma
is assumed in the entire domain, with ne = n0 = 5 × 1017 m−3. The test verifies conver-
gence of the terms coupling real and imaginary parts of the azimuthal fields. Additionally,
the terms from the dielectric tensor coupling the tangential components with the azimuthal
components are also verified. The test also covers the influence of the applied magnetic field
intensity (also assumed constant within the simulation domain) on the solution of both the
tangential and the azimuthal fields. For regions where the R mode is resonant, the effects of
including an electron collisionality are evaluated.



CHAPTER 4. ATHAMES: A FINITE ELEMENT ELECTROMAGNETIC WAVE CODE 63

• Test MMS-2: the same conditions and geometry as Test MMS-1 are evaluated, but in this
case exciting the problem with a source term resulting from a manufactured electric field
with both azimuthal and tangential components. The form of the manufactured field is
shown in Eq. (4.4–5). The test is performed to verify that all the different bilinear forms in
the block-matrix system are correctly implemented. Test MMS-2 is designed to verify that
the convergence behavior of all the components of the wave equation solution is adequate.
Additionally, an assessment of the importance of electron collisionality νe in the solution of
the wave equation in magnetized plasmas with B0 > Bres is carried out.

• Test MMS-3: the same manufactured solution of test MMS-2 is used, for a simulation domain
with rmin = 0 (using mesh batch M2). The test case represents a coaxial element with
infinitely thin inner rod.

• Test MMS-4: using the cylindrical mesh batch M2, the axisymmetric boundary conditions for
mode m = 0 are verified (see Eq. (4.2–26)). The manufactured solution fulfilling these
conditions is shown in Eq. (4.4–8).

4.4.1.3 Annular geometry tests

Convergence of the numerical solutions to the manufactured solutions for all the cases considered
in test MMS-1 are shown in Figs. 4.11a and 4.11b. Starting with the unmagnetized case, the error
only appears in the azimuthal component as the equations involving tangential field degrees of
freedom have uniquely trivial solutions and thus no tangential field error appears. The azimuthal
fields convergence rate is that of second order Lagrange nodal elements (i.e. p = 3). When including
magnetization, the coupling between in-plane and out-of-plane degrees of freedom increases with
B0 and so does the error for both components. The convergence rate of azimuthal fields is in this
case is dominated by the truncation errors of the azimuthal fields, as the tangential ones are not
excited.

The above-mentioned convergence rates are maintained for B0 < Bres or νe ̸= 0. For the
excitation frequency chosen, f = 2.45 GHz, the ECR takes place at B0 = Bres = 0.0875T. At
this value, the refractive index of the R mode, defined in equation (2.3–32), diverges in absence of
no collisionality. As a result, part of the dielectric tensor becomes singular. Above this magnetic
field intensity, R mode features a resonant cone for which a specific propagation angle features
resonant absorption. As ATHAMES obtains full-wave solutions, and the solution is still resonant
for some mode in a specific propagating direction, the convergence is jeopardized for B0 > Bres.
The inclusion of wave damping in terms of electron collisionality eliminates the singularity in R
and allows for the stabilization of the solution method, even for B0 > Bres.

The difference between Test MMS-2 w.r.t. Test MMS-1 is that Test MMS-1 only validated the
method to solve the normal component of the wave equation as well as its coupling by the dielectric
tensor with the tangential components. This test is performed to validate and verify that all the
different blocks in the block-matrix are correctly implemented, for the purely axisymmetric case.
For all cases run here we will use k1 = k2 = k3 = k4 = 4. The components of the manufactured
electric field solution (Ẽmms) used for this test are

Ẽmmsz = sin (k1 (r − rmin)) + i sin (k2 (r − rmin)) , (4.4–3)

Ẽmmsr = sin (k1 (z − zmin)) + i sin (k2 (z − zmin)) , (4.4–4)

Ẽmmsθ = sin (k3 (r − rmin)) sin (k3 (z − zmin)) + i sin (k4 (r − rmin)) sin (k4 (z − zmin)) . (4.4–5)

The convergence of the errors obtained in test MMS-2 are shown in Figs. 4.11c and 4.11d. As
all electric field components are now excited, the order of the method is now that of second order
Nédélec elements for the tangential fields (i.e. p = 2). For the azimuthal fields the convergence
rate is slightly worse than order p = 3 since the coupling between the two functions is present.
This effect is more severe the higher the magnetization. The general trends observed regarding the
influence of magnetic field and the convergence stability for B0 > Bres are maintained.
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(a) (b)

(c) (d)

Figure 4.11: Convergence of the L2-norm errors of the in-plane and out-of-plane components of the
electric field complex amplitude for tests (a)-(b) MMS-1 and (c)-(d) MMS-2 with mesh refinement
for different intensities of the applied magnetic field.

Figure 4.12: Convergence of the L2-norm errors of the out-of-plane electric field component of test
MMS-2 with mesh refinement for different values of the electron collisionality.
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A sensitivity analysis to electron collisionality νe on the solution of the wave equation in magne-
tized plasmas with B0 > Bres has been performed. The plasma studied is that of the region where
the method convergence is unstable, so that the magnetic field is assumed to be B0 = 0.088 T. The
plasma density utilized is ne = n0. Observing the results shown in Fig. 4.12, a collisional damping
three orders of magnitude smaller than the excitation frequency is already capable of stabilizing
the convergence rate to the one expected from the method and similar to those obtained for Fig.
4.11d. The error decreases with increasing collisionality while maintaining the convergence rate.
This indicates that even a small dissipation will and is sufficient to enhance the convergence of the
method.

4.4.1.4 Cylindrical geometry tests

Test MMS-3 proves that the inclusion of nodes at the symmetry axis do not lead to errors in
the solution. This verification test focuses on the terms with coefficients inversely proportional to
r, and on the behavior of the entire method with nodes at r = 0. The convergence of this test is
shown in Figs. 4.13a-4.13b.

(a) (b)

(c) (d)

Figure 4.13: Convergence of the L2-norm errors of the in-plane and out-of-plane components of the
electric field complex amplitude of tests (a)-(b) MMS-3 and (c)-(d) MMS-4 with mesh refinement
for different applied magnetic field intensities.
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The same trends as the ones predicted in test MMS-2 are observed, with tangential degrees of
freedom showing a convergence rate of the second order Nédélec elements whilst the errors in the
azimuthal degrees of freedom converge at order p = 3 for the unmagnetized case and tend to the
tangential order p = 2 for increasing magnetization.

Test MMS-4 is used to verify that ATHAMES can impose axisymmetric boundary conditions
at r = 0. The axisymmetric boundary conditions force the fields perpendicular to the symmetry
axis (i.e. Ẽr = Ẽθ = 0 at r = 0) if no inhomogeneous term ( excitation current) is applied at the
symmetry axis.

Satisfying these conditions, the manufactured solution for the electric field (Ẽmms) used for this
test is then the following:

Ẽmmsz = sin (k1 (r − rmin)) + i sin (k2 (r − rmin)) , (4.4–6)

Ẽmmsr = r [sin (k1 (z − zmin)) + i sin (k2 (z − zmin))] , (4.4–7)

Ẽmmsθ = sin (k3 (r − rmin)) sin (k3 (z − zmin)) + i sin (k4 (r − rmin)) sin (k4 (z − zmin)) . (4.4–8)

As can be seen from Figs. 4.13c-4.13d both the tangential and azimuthal degrees of freedom
converge as expected, verifying the fulfillment of the axisymmetric boundary conditions.

4.4.2 Mesh refinement sensitivity analysis

After showing the verification of the assembly method and boundary conditions for arbitrary
test geometries using MMS, a sensitivity analysis to mesh refinement in a reference simulation
of an ECRT is carried out to analyze the convergence of the method for problems of interest for
the Thesis. In this subsection, the effects of refinement on the EM wave solutions in a coaxial
ECRT prototype geometry are shown. The plasma properties and applied magnetic field data
are shown in Fig. 4.14. The plasma properties are outputs of a simulation of the prototype
using HYPHEN simulation platform [60] assuming an isothermal electron population with Te = 20
eV. The magnetic field data is provided by the FPA-unit from the French Aerospace Laboratory
(ONERA), and it is that of one of their prototype versions.

Figure 4.14: ATHAMES inputs for the mesh refinement sensitivity analysis.
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(a)
(b)

Figure 4.15: (a) Meshes used for the sensitivity analysis of refinement in the convergence of solutions
in a ECRT geometry with a plasma featuring (b) map of the different electromagnetic propagation
regions.

The mesh refinement strategy selected for this analysis is a consecutive mesh refinement. Start-
ing with a roughly uniform mesh with 465 elements, a number of mesh refinements (Nref ) are
applied by gradually splitting each initial triangular cell into four partition elements. Here, a
total of four mesh refinements are analyzed with meshes featuring a total number of elements
Nel = 1860, 7440, 29760, and 119040, respectively. All the meshes are represented in Fig. 4.15.
This refinement is performed utilizing GMSH capabilities.

First of all, all electric field components are observed to fulfill the boundary conditions including
the axisymmetric boundary conditions. The radial electric field Ẽr is the most relevant electric field
component within coaxial ECRTs as it drives most of the power absorbed, as it will be explained
in Chapter 5. Additionally it is the only field present within the coaxial, as the electric field in
a coaxial waveguide is a TEM mode. The evolution of its complex amplitude and phase with
consecutive refinements are shown respectively in Figs. 4.16a and Fig. 4.16b.

The maximum electric field amplitude appears close to the ECR and the inner rod prior to the
ECR and at region III of the CMA, in which the previously mentioned high frequency oscillations
appear. Part of these solutions are physical and another part is clearly driven by mesh element
size, and mitigated by refinement. Consequently, a specific local refinement to this region and its
adjacents (i.e. in the CMA diagram II and IV) is recommended. In order to analyze convergence
the error estimates for all the fields are provided.

The errors e have been computed as a the difference between the simulation with different
number of refinements Nref and the reference case which is chosen to be the one with the finest
mesh (i.e. in this case Nref = 4). The values are compared at the nodes shared between both
simulations. The amplitude errors are shown in absolute value and normalized with respect to the
maximum magnitude of each component. Phase absolute error values are shown as signed values
in degrees between −180 and -180.

Figure 4.17 shows the convergence of the mean value of the errors for each field component
amplitude and phase. The blue bars represent the mean error while the error bars represent
the standard deviation of the error values. While the mean error represents a mean value of
the error obtained in the whole simulation domain, where maximum errors gain importance, the
standard deviation gives us an estimate of widespread of errors obtained. Namely, that the standard
deviation represents the level of inhomogeneity of the errors achieved in the simulation. The higher
the standard deviation the more inhomogeneous the error is and the larger the difference in errors
achieved in the simulation. Thus, this provides key information when analyzing convergence of
simulations, specially dealing with inhomogeneous plasmas. The method converges in the values
of the amplitude for both real and imaginary parts, that explains why mean errors are higher for
the phases than for the amplitude, being the latter computed taking the arc-tangent of the ratio
between imaginary and real parts of the complex amplitude. These errors are localized in the
regions where the abovementioned high frequency oscillations appear. Specific local refinement is
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(a)

(b)

Figure 4.16: Evolution of the radial electric field complex amplitude (a) magnitude and (b) phase
for different consecutive refinements.
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Figure 4.17: Evolution of error mean and standard deviation of each complex field component
amplitude and phase with the number of refinements.

Nref [ - ] Nel [ - ] tc [ s ]

0 465 0.2
1 1860 0.9
2 7440 4.7
3 29760 36.4
4 119040 670.5

Table 4.7: Information on the number of elements, refinement steps and computational time for each
mesh used in the convergence test. Workstation specifications: 16Gb RAM, Intel Core�i7-6700 CPU
@ 3.40GHz x 8.

then required in these regions to mitigate and eliminate such spurious noise, sometimes even finer
refinement than that required at the ECR region.

Apart from the EM fields, the main outputs of ATHAMES are the power absorption distribu-
tion Qa, the power reflection coefficient |R|2 and the integrated absorbed power Pa. The power
absorption evolution with the number of consecutive refinements is shown in Fig. 4.18. In can be
noticed that the power absorption converges to a profile where the major part of the absorption
is focused at the ECR region and close to the inner rod (further details are provided in §5.3.2).
Although the electric fields still feature noise at region III after 1 or 2 refinement steps, as the
power absorption is not highly influenced by the fields in this region, it features faster convergence
than that of the fields.

The influence of refinement on the overall performance parameters as the power absorbed and
the power reflection coefficient are shown to converge with refinement in Fig. 4.19, being the former
the fastest to converge. The convergence of the power reflection coefficient is more restrictive in
terms of refinement requirements than that of the power absorbed, as it depends considerably on
the accuracy to describe the fields within the source and, specially within the coaxial waveguide.
If the scenario only requires an accurate description of the power absorption maps and absorbed
power, a coarser mesh would result in sufficient accuracy. Therefore, the mesh accuracy required
by the simulation will depend on which parameter is critical for the scenario investigated.

Table 4.7 shows the evolution of computational time required for each mesh of the study. The
level of computational time required by a standard coaxial ECRT simulation having around 50-100
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Figure 4.18: Absorbed power for different number of refinement steps.

Figure 4.19: Convergence of the absorbed power and power reflection ratio.

thousand elements is between 1-10 minutes. Regarding its scalability, the computational cost of
these simulations is only a function of the number of elements, where a linear regression results in
a law tc ∼ 1.44N2

el with only a R-squared value of 0.981. In fact, the computational cost of this
simulation could be improved with the use of complex number formulation and solvers as well as
a parallelized version.

As a result of this investigation the behavior of the solutions with mesh refinement has been
analyzed, highlighting the capabilities of the model and providing know-how on the refinement
strategy to be selected when solving similar problems.

4.5 Sensitivity analysis on the electron collisionality

As it was revisited in Chapter 3, a nonzero wave damping is required for the use of the models
presented in this Thesis. In absence of further refined methods to estimate its value (i.e. kinetic
codes), the effective electron collisionality obtained by HYPHEN is used as electron damping
frequency also for the electron momentum equation used in the collisional cold-plasma model (see
§2.3.1).
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This section shows the principal effects of electron collisionality on the solutions obtained by
ATHAMES. The analysis is carried out taking as reference the mesh of 119040 elements used in
§4.4.2. The results are obtained for different scaling factors applied on the effective collisionality
map shown in Fig. 4.14.

(a)

(b)

Figure 4.20: Evolution of the radial electric field complex amplitude (a) magnitude and (b) phase
for different scaling factors on the electron collisionality.

The radial electric field solutions for different collisionalities are shown in Fig. 4.20. The first
and most apparent effect of electron collisionality is the smoothing obtained on the high frequency
oscillations found in EM parametric regions III and IV. The oscillations in both magnitude and
phase are damped out, as can be observed in Figs. 4.20a and 4.20b. The peak electric fields
resulting from this oscillatory behavior are also considerably reduced.
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Figure 4.21: Absorbed power for different electron collisionalities.

The evolution of EM power absorption maps is shown in Fig. 4.21. As observed in section
3.1.4 for the 1D model, the main effect of the collisionality is to increase the thickness of the ECR
region. For a change in νe of two orders of magnitude, the absorption region changes from being
located exactly at the ECR, to a widespread region in the vicinity of the resonance.

The coupled simulations with HYPHEN use uniquely (up to this date) the EM power absorption
map obtained by the code. This variable is shown here to maintain its overall topology whenever the
collisionality is modified, apart from the widespread of lower electromagnetic power contributions.
Moreover, the variations in the power absorption maps are mitigated by the fact that both codes
use different mesh resolutions, being that of the EM solutions one or two orders of magnitude
finer. As a result, the effects of the electron collisionality model selected are minor in the coupled
solutions that are shown starting from Chapter 5.

νe/νe0 [ - ] tc [ s ]

0.1 963.8
0.2 736.2
0.5 696.9
1 670.5
2 643.6
5 420.2
10 479.9

Table 4.8: Influence of the electron collisionality used on the simulation computational time.

The effect of collisionality on the computational time (tc) is shown in Tab. 4.8. Although the
computational time does not vary fully monotonically with the electron collisionality, it can be
observed that it is reduced by collisionality. This result may be explained by the increase of the
spatial frequency band filtered when increasing wave damping. Note that in this case, an increase
of two orders of magnitude in the collisionality can lead to halving the computational time.
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4.6 Concluding remarks

In this section the physical and mathematical model of the electromagnetic wave simulation code
developed during this thesis has been shown, together with its associated numerical implementation
details. An introduction to a generalized formulation is shown and then it is particularized to
both planar (THAMES) and axisymmetric (ATHAMES) geometries, focusing in the latter since
it is of greater interest for ECRT simulation. ATHAMES utilizes an axisymmetric mathematical
variational formulation based on Galerkin’s finite element method that fulfills the axisymmetric
boundary conditions using a mixed finite element basis to discretize the electric field.

A cold-plasma collisional approach is used to model the plasma response to electromagnetic
fields. The code solves for the electric field in presence of ECR plasmas with highly inhomogeneous
EM propagation and absorption properties, featuring several cutoffs and resonances. The finite
element method allows to use an unstructured mesh which provides several advantages, including
the description of complex geometries and the application of predictive refinement. The latter
consists on performing local refinement based on the mesh resolution requirements given by the
principal EM wavelengths estimated locally. Additionally, predictive refinement is shown capable
to mitigate spurious noise found around EM parametric regions III and IV. Similar numerical
noise is found in other applications as in fusion reactors, and it is a subject of future research. The
application of local refinement not only excels at refining closer to resonances but also to apply
dedicated refinement to critical locations as the coaxial to thruster chamber transition, or perfect
electric conductor corners.

The code verification has been shown with the multiple test cases used in both the planar
geometry and the axisymmetric geometry. Incremental verification of features with increasing
complexity is shown by the obtention of the convergence rates expected by the discretization choice
(i.e. the finite element order used). Additional verification shows the effect of mesh refinement on
the convergence of numerical solutions.

Finally, an investigation on the effects of electron collisionality on the 2D electromagnetic solu-
tions is carried out. Increasing electron collisionality is shown to decrease the computational cost
of the simulations. This increase in damping expands the wave number band filtered to lower wave
numbers, damping out lower wave number solutions and thus decreasing computational time. This
results in decreasing fundamentally spurious noise as can be seen in the electric field phase conver-
gence. Regarding the magnitude of the radial electric field, while keeping its topology, increasing
collisionality resulted in smoother magnitudes and decreased maxima. Moreover, as it was found in
chapter 3, the main effect of collisionality is to control the thickness of the EM absorption region.

Future upgrades and extensions of the code include (i) the other azimuthal modes (i.e. m > ±1
and m ≥ 1), (ii) absorbing boundary conditions including a perfectly matched layer and (iii) port
boundary conditions .





Chapter 5

Coupled plasma transport and
electromagnetic wave simulation of an

ECR thruster

An electron-cyclotron resonance thruster (ECRT) prototype is simulated numerically, using two
coupled models: a hybrid particle-in-cell/fluid model (HYPHEN) for the integration of the plasma
transport and a frequency-domain full-wave finite-element model (ATHAMES) for the computation
of the fast electromagnetic fields. The quasi-stationary plasma response, fast electromagnetic fields,
power deposition, particle and energy fluxes to the walls, and thruster performance figures at the
nominal operating point are discussed, showing good agreement with the available experimental
data. The ECRT plasma discharge contains multiple electromagnetic field propagation/evanescence
regimes that depend on the plasma density and applied magnetic field that determine the flow and
absorption of power in the device. The power absorption is found to be mainly driven by radial fast
electric fields at the ECR region, and specifically close to the inner rod. Large cross-field electron
temperature gradients are observed, with maxima close to the inner rod. This, in turn, results in
large localized particle and energy fluxes to this component. The contents of this chapter have been
published in the peer-reviewed journal Plasma Sources Science and Technology [57]. The contents
of this chapter are part of EP2’s contributions to MINOTOR project.

5.1 Introduction

The electron cyclotron resonance thruster (ECRT) [5–10] belongs to the category of electrodeless
plasma thrusters. Another example of this family of devices is the Helicon plasma thruster (HPT)
[17, 92]. These thrusters use electromagnetic (EM) heating to generate and energize the plasma,
and thus allow eliminating exposed electrodes from their design, which are often lifetime-limiting
components. The ECRT relies on the localized absorption of EM power at an electron-cyclotron
resonance (ECR) region, whereas the HPT is based on non-resonant heating. Both concepts
utilize a cylindrical ionization source and an external magnetic nozzle (MN) to expand the plasma
contactlessly and create magnetic thrust. The ECRT, which is the object of the present work,
should not be mistaken with the gridded ion thrusters based on ECR heating [4].

The first investigation of this propulsion concept began in 1962 [5], using a waveguide to de-
liver the power into a cylindrical discharge chamber with an externally-applied magnetic field that
ensured resonance conditions and configured the external magnetic nozzle. In [6], a 2% efficiency
thruster with 22% energy and 80-90% coupling efficiencies were reported for a 320W argon proto-
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type without performing any optimization of the device. In [7, 8], devices up to 15% thrust efficiency
were built and tested. Similar performance was obtained recently as well [11, 12, 26, 50, 51, 53, 93–
95].

A successful model of the ECRT must take into account the plasma transport problem and the
plasma-wave problem, which are intimately coupled together. Existing ECRT transport models
are (quasi) one-dimensional and either take a fluid quasineutral approach [10] or a particle-in-cell
(PIC) approach [96]. More recent models focus on the HPT [97–99], but these models are in general
applicable for the ECRT as these two thrusters share most characteristics in terms of transport
phenomena.

On the other hand, plasma-wave interaction models in ECR plasmas have different requirements
than those used for the HPT [54, 100] due to the presence of a resonance and highly inhomoge-
neous EM properties. Models for ECR heating have been developed for other applications as for
fusion tokamaks [101, 102], ECR ion source plasmas [103] or plasma etching [37]. The physical
phenomena governing plasma-wave interaction, wave propagation and absorption in ECR plasmas
have been investigated in the past [32, 34, 36, 104, 105], mainly with 1D models. Methods used
for wave simulation as beam/ray tracing algorithms [38, 39], while useful to obtain a first insight
on propagation and absorption characteristics, are not adequate for an accurate assessment of
the ECRT since the device characteristic length is comparable to the wavelength. A full-wave
approach, that obtains solutions of Maxwell’s equations directly in the simulation, either in time
domain [40, 41] or frequency domain [42, 43], becomes necessary.

Despite these advances, the simultaneous and self-consistent computation of the plasma trans-
port and the fast electromagnetic fields in the ECRT has not been achieved so far. As the power
deposition can affect the plasma response and vice-versa, this coupling becomes necessary to under-
stand the physics and the operation of the device and properly estimate its performance. Indeed,
existing comparisons between experimental and theoretical results [10] of an argon tested device
report large differences between the measured and expected, jet efficiency (e.g. 41% compared to a
2%) and coupling efficiency (e.g. 98% compared to a 30%). Further contemporary comparisons for
the ECRT [51] accomplished a fairer agreement between measurements and theoretical estimations
using an HPT model [99]. However, that model not only underestimates the steady-state electron
temperature, but also does not describe the plasma cross-field diffusion and antenna/plasma power
coupling. As a result, that model cannot reproduce radial profiles in plasma density, nor the power
transfer efficiencies.

Recently, the European H2020 MINOTOR project [49] was funded to investigate and continue
the development of the ECRT concept, with the purpose of demonstrating its feasibility for space
propulsion. In the context of this project, a two-dimensional, axisymmetric model of the ECRT
discharge has been developed to enable parametric investigations of the operation of this device,
both to improve the current understanding of the complex phenomena within the thruster as well
as to support the development of the prototype. The model is composed of two main components
which are coupled together to obtain the plasma and electromagnetic field response in the thruster:

(i) a hybrid PIC/fluid model to solve for the internal and near-plume plasma transport, and
(ii) a full-wave, finite element (FE) model of the electromagnetic field-plasma problem in the
frequency domain to solve the electromagnetic fields and the power absorption in the device. An
initial version of the former has been reported independently in [60, 73, 106, 107], while the latter
was introduced in [58, 59].

In this work, we use this approach to simulate numerically the ECRT prototype developed by
ONERA as part of the MINOTOR project in its nominal operating point [12, 53, 95], solving the
coupled plasma transport problem and the electromagnetic problem. The maps of the different
plasma properties and electromagnetic fields are discussed, together with the particle and energy
wall fluxes. Finally, the performance parameters of the thruster are compared against the available
experimental data, to provide a partial validation of the model.

The rest of the paper is structured as follows. The physical and numerical models used in each
module and the simulation setup are described in section 5.2. Section 5.3 presents and discusses
the simulation results. Finally, conclusions and future work are listed in section 5.4.
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Figure 5.1: Sketch of the ECRT simulation domain. For geometrical dimensions refer to Tab. 5.1.
The arc-length variable ζ covers the perimeter of the thruster wall meridian section.

PLASMA TRANSPORT

ION MODULE
+ Heavy species transport (ions & neutrals)
+ Collisions
+ Kinetic Bohm Condition

ELECTRON MODULE
+ Electron transport
+ Electrostatic potential
+ Anomalous transport
+ Sheath solver

PLASMA WAVE INTERACTION

Simulation Inputs
+ Geometry
+ Applied Magnetic Field
+ Propellant Database
+ Boundary conditions

WAVE MODULE
+ Dielectric Tensor model
+ EM field propagation
+ Absorbed/reflected power

Figure 5.2: Overall code structure, composed of an ion/neutral module, an electron module, and a
wave module.

5.2 Simulation model

The design of an ECRT (see Fig. 5.1) consists of a rear wall and a cylindrical lateral wall that
form the thruster chamber. The chamber contains an inner rod element along its centerline. All
these elements are metallic and covered by a thin boron nitride coating. Neutral xenon gas is fed
into the chamber through injector holes on the rear wall. A coaxial cable feeds electromagnetic
power to the thruster through a dielectric window located at the center of the rear wall. The core
conductor of the coaxial cable is electrically connected to the metal of the inner rod element, and
the shield of the coaxial cable is electrically connected to the metal of the rear and lateral walls.
A divergent applied magnetic field creates a magnetic nozzle that is used to accelerate the plasma
as shown in Fig. 5.1 and sets up the conditions for the electron cyclotron resonance inside the
thruster chamber.

The model and code presented here have been tailored for the simulation of this coaxial ECRT,
but are applicable to more general thruster types. The overall structure of the simulation model
is shown in Fig. 5.2, and is based on the separation of two distinct time scales: that of the slow
(up to a few MHz) plasma transport response, and that of the fast (GHz) applied electromagnetic
field. The model is composed of three main modules: (i) The so-called Ion (I-) module, solving
the slow response of the heavy species (i.e. ions and neutrals). (ii) The Electron (E-) module,
solving the slow response of the electrons and the quasineutral, quasi-stationary electric potential
map. The E-module also takes care of solving the thin non-neutral Debye sheaths that form
on the (dielectric) thruster walls, the secondary electron emission (SEE), and the particle and
energy fluxes to the walls. (iii) The Wave (W-) module, solving the fast time scale interaction
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between the electromagnetic emission and the electrons. The I- and E-modules describe the
quasi-stationary transport of the plasma. The features of these two modules have been described
in Refs. [59, 60, 72, 73, 106–108]. Their main aspects are described briefly in the next subsections.
The W-module [58, 59] is a new development and is thus described in detail afterwards.

SymbolsE andB are reserved for the high frequency electromagnetic fields. The static magnetic
field applied by the coils is called B0, and the quasi-steady electric field is denoted as −∇ϕ, with ϕ
the electrostatic potential. Symbols ns, Ts, us, js, refer to the quasi-steady density, temperature,
macroscopic velocity and current density, respectively, of a generic plasma species s. The right-
handed cylindrical vector basis, {1z,1r,1θ}, and the unit vectors 1∥ = B0/B0, 1⊥ = 1θ × 1∥, and
1n (outward unitary normal vector at the domain boundary) are used in the following. Without
loss of generality, we take B0 pointing downstream.

As explained in more detail later, the four modules are run sequentially, in close loop, with
different timesteps, communicating with each other to share the relevant variables. In particular,
the E-module takes as inputs nα and uα of all heavy species α from the I-module, and delivers ϕ
and Te to that module. In addition, the E-module takes the time-averaged absorbed power density
Qa as input from the W-module and delivers ne and the electron total collision frequency νe to that
module. Each module utilizes a different grid or mesh, optimized for its own requirements, and
interpolation between the meshes is applied. The simulation domain for the I- and E-modules (in
red in Fig. 5.1) consists of the thruster chamber and the magnetic nozzle region. The simulation
domain for the W-module (in black in Fig. 5.1) adds a segment of the coaxial power feed cable.

5.2.1 The I-module

For the heavy species, a PIC formulation with Montecarlo collisions (MCC) is used [60]. Macropar-
ticles evolve in an structured mesh subject to (i) a particle mover that propagates the trajectory of
the macroparticles with a leap-flog scheme subject to the quasi-steady fields −∇ϕ and B0; (ii) var-
ious types of collisions, including ionization (e.g. single, double, and single to double) by electron
bombardment and charge-exchange collisions among neutrals and ions [109], (iii) the interaction
with the different channel walls and their Debye sheaths, which includes neutral accommodation
at the walls and re-emission, ion recombination and re-emission as neutrals, and the fulfillment of
the Bohm criterion at the sheath edge [110]. At the position of the injector, a prescribed mass
flow rate ṁ of neutrals is injected into the domain. Heavy particles reaching the downstream open
boundary are removed. Neutrals, singly-charged, and doubly-charged ions are treated as different
heavy species and the corresponding macroparticles are kept in different computational lists, which
are used for weighting their macroscopic properties onto the PIC mesh. Figure 5.3(a) plots the
structured cylindrical-type mesh used in the I-module. The mesh is finer close to the walls to
improve the characterization of gradients in the vicinity of walls. An statistical population control
mechanism is implemented to each species looking for an optimal number and size of macroparti-
cles in each cell [111]. A typical number of macroparticles per cell for this type of simulations is
around 300. In order to improve the population control in the plume, the mesh cell-size is increased
downstream.

5.2.2 The E-module

In their low-frequency response, electrons are treated as a magnetized diffusive fluid [72]. The
set of fluid equations is the following:

∇ · je = −∇ · ji , (5.2–1)

0 = −∇pe + ene∇ϕ+ je ×B0 + Fcoll + Fturb , (5.2–2)
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Equation (5.2–1) states the conservation of electric current, with ji =
∑
s ̸=e Zsensus the total

positive current provided by the I-module. Equation (5.2–2) is the momentum equation, where
electron inertia has been neglected; pe = neTe is the (isotropic) electron pressure; and Fcoll =
−mene

∑
s̸=e νes(ue − us) is the resistive force due to collisions, with νes = νes(Te) the effective

collision frequency of electrons at temperature Te with species s, which includes ionization and
excitation collisions and elastic electron collisions with neutrals and ions.

Finally, the term Fturb = 1θαtjθeB0 in equation (5.2–2) is a phenomenological turbulence model,
with αt an empirical parameter adjusted to match experimental results. Turbulence is believed
to be the main source of anomalous transport in Hall thrusters, and this model (which results in
a net enhancement of the electron transport perpendicular to the magnetic field) has been used
successfully in the past to explain experimental measurements [112, 113]. Evidence of turbulence
on electrodeless plasma thrusters like the ECRT is still very limited, but existing results [114]
indicate that it is a pervasive element of these devices (and HPTs) as well. As the ECRT also
features an E ×B plasma like Hall thrusters, the same model is used here to introduce the effect
of turbulent transport in the simulation. After a sensitivity analysis on αt, which showed it affects
substantially the peak electron temperature, but little the propulsive performance figures (such
as thrust and specific impulse), a value αt = 0.02 was found to match well the experimentally
available Te measurements at the axis downstream [52].

Equation (5.2–3) is the internal energy equation, where: qe is the electron heat flux; Qcoll =
−ne

∑
s ̸=e νesεes, (with εes the energy yield of the collision) is the power sink due to collisions with

heavy species, mainly ionization and excitation of neutrals. Equation (5.2–4) is a diffusive model
for the electron heat flux, structurally similar to the momentum equation, with νe =

∑
s ̸=e νes,

and Yturb = −1θαtqθeB0 a turbulence-based contribution, here enhancing the perpendicular heat
flux. Additionally, the quasineutrality condition

ne =
∑
s ̸=e

Zsns , (5.2–5)

is imposed in the bulk of the simulation domain, i.e., except in the sheaths. In this expression,
the right hand side is the positive charge density, provided by the I-module, with Zs the charge
number of each species.

Boundary conditions for the electron fluid equations depend on the type of surfaces. On the axis,
symmetry conditions are imposed, implying that the radial electric current and electron heat flux
are zero. On the current-free downstream boundaries, the net normal electric current, jn = j · 1n,
is set to zero and the normal electron heat flux satisfies qne = qe · 1n = 2Teneune. At the thruster
walls the normal electric current density jn and the normal heat flux qne are computed by the
sheath solver described next.

The Sheath solver relates the electron magnitudes at the sheath edge and the thruster wall.
In the thruster simulated here, walls are covered by boron nitride, which has a high SEE yield,
defined as the ratio of secondary-to-primary electron fluxes. The macroscopic SEE yield, δw(Te)
is modeled according to Ref. [115], which is based on the following parameters:

δw = δws + δwr , δws =
2Te
Es

, δwr =
δr0E

2
r

(Te + Er)2
, (5.2–6)

where δws(Te) and δwr(Te) are yields for, respectively, (true) secondary electrons (emitted with a
small temperature Tse), and elastically reflected primary electrons. For high electron temperatures
δws is limited to a maximum of 0.983, when charge saturation is expected to happen [116]. The
energies Es and Er are δr0 are material dependent. Additionally, the sheath model takes into
account the partial depletion of the high-energy tail of primary electrons lost into the walls, with
the replenishment parameter σ (equal to 100% for full replenishment). The net normal electric
current to the dielectric wall, jn, with contributions of ions and primary and secondary electrons,
is zero. As a result the sheath local potential fall between sheath edge Q and (dielectric) wall W,
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Figure 5.3: (a) PIC mesh, (b) MFAM and (c) representation of the W-module mesh. In (b), the
colormap represents the applied magnetic field strength, magnetic streamlines are shown in black
and their perpendicular in white. The red curve represents the ECR location.

fulfills the relation

e
ϕQ − ϕW

Te
= ln

[
enec̄e
4jni
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Q

(1− δws)(1− δwr)σ

]
. (5.2–7)

The normal heat flux to the wall, qne, is the difference of the normal flux of total electron energy,
adding the contributions of primary and secondary electrons, minus the normal flux of convective
energy of the electron fluid [115]. Settings here are for boron nitride: Es = 50 eV, Er = 40 eV,
δr0 = 0.4, Tse = 2 eV and σ = 0.3 [112, 115, 117].

In order to avoid numerical diffusion caused by the large magnetic anisotropy, the electron fluid
equations are solved in the magnetically-aligned mesh plotted in Fig. 5.3(b). Specific numerical
algorithms have been developed for this [72]. For the conservation laws (5.2–1) and (5.2–3), these
are based on finite volume schemes. For equations (5.2–2) and (5.2–4), which are actually state
equations relating je and qe with ϕ and Te gradients respectively, the algorithms are based on finite
difference schemes. Irregular cells, next to boundaries require special attention for their accurate
solution.

5.2.3 The W-module

The electromagnetic wave theory used and the electromagnetic wave module (ATHAMES) are
detailed in chapters 2 and 4, respectively.

5.2.3.1 W-module mesh refinement strategy

The different electromagnetic modes that exist in each region of figure 5.8 have widely varying
characteristic wavelengths. Accurate simulation of the high-frequency electromagnetic fields de-
mands a sufficient number of elements per wavelength, which calls for a specific W-module meshing
strategy, driven by different requirements than the I-module and E-module meshes.

To illustrate the difficulty, Fig. 5.4 shows the complex phase of the fast electromagnetic fields Ẽz
in a uniform mesh and a refined mesh. It also displays the characteristic number of mesh elements
per local wavelength, this one computed from the dielectric tensor for each case. High wavenumber
oscillations are observed in the neighborhood of the UHR surface in the uniform-mesh simulation
results, which are only partially physical. Such oscillations do not correlate with waves as there
is a mismatch between the expected wavelengths given by the local properties and the numerical
solution. Furthermore, as the oscillations scale is of the order of the mesh-cell characteristic length,
this suggests that such oscillations are in fact spurious noise. Indeed, progressive refinement of the
mesh shows that the fields converge to those on the right of the figure, where most of this oscillations
have disappeared and therefore are considered error noise. Only some of the oscillations remain in
the low-density channel that occurs near the inner rod element in this simulation, as shown in the
main text (Fig. 5.9). Noteworthily, while the noise affects the field phase, it was observed that it
does not impact significantly the power absorption profile.
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Figure 5.4: Complex phase of the Ẽz fast electromagnetic field and number of mesh elements per
local wavelength for a uniform mesh (left) and for a refined mesh (right).

Therefore, in the present work the mesh is refined around the ECR and the UHR regions in
the last iterations of the W-module only, a procedure that has proved successful in mitigating this
spurious noise and speeding up convergence to the steady-state results.

As a final observation, it is noted that multiple plasma and magnetic field profiles were tested,
reaching the conclusion that the location of this noise is in direct correlation with the location of
the UHR surface. Similar spurious solutions near this resonance are reported near lower-hybrid
resonances in other works [88], which show some mathematical analogy with the UHR. A regu-
larization of the double-curl formulation of the finite elements scheme is suggested there as an
alternative route to solve this issue [89, 90].

5.2.4 Simulation setup

The ECR thruster used for this simulation is that of the MINOTOR prototype being matured
at ONERA, as shown in Fig. 5.1. The applied magnetic field generated by an annular perma-
nent magnet is shown in Fig. 5.3(b), whose local unit vector points downstream, defining magnetic
streamlines. The operational point is the nominal one for the device [12, 26]. The geometric, opera-
tional, and numerical parameters are listed in Tab. 5.1. The ECR surface is located approximately
3 mm downstream the backplate.

The instantaneous plasma properties computed in the coarser PIC mesh and the MFAM are
smoothed using a Gaussian filter when interpolated to the electromagnetic mesh, and conversely,
spatial anti-aliasing is applied when transporting Qa from the W-mesh to the MFAM.

The I-module has a timestep of ∆tI , which ensures that the fastest ion particles do not cross
more than half a cell of the PIC mesh per timestep. The E-module is run 40 times per I-module
step. Since the electron density ne and effective collisionality νe vary only slowly as the steady-state
is approached, the W-module is only run every 5000 I-module steps.

To initialize the simulation, the I-module is run alone for a number of steps to fill the domain
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Parameter Name Units Value
lr Inner rod length cm 2
rr Inner rod radius cm 0.115
L Lateral wall length cm 1.51
R Lateral wall radius cm 1.375
Lp Plume domain length cm 2
Rp Plume domain radius cm 2.75
zinj Injection surface center z cm 0.0
rinj Injection surface center r cm 0.5735
tinj Injection surface width cm 0.229
rc Coaxial shield radius cm 0.3
f Wave frequency GHz 2.45
ṁ Neutral mass flow rate mg/s 0.2
Pa Power deposited W 30
∆tI I-module timestep ns 10
∆tE E-module timestep ns 0.25
∆tW W-module update timestep µs 50
uinj Propellant injection velocity m/s 300
Tinj Propellant injection temperature eV 0.02
αt Anomalous transport coefficient - 0.02
Nel,I PIC mesh’s cell number - 3360
Nel,E MFAM’s cell number - 2550
Nel,W Wave mesh’s cell number - 120782

Table 5.1: Geometrical, operational, simulation and mesh parameters.

with particles, using a simplified, Boltzmann-relation model to emulate the electron response.
Then, the E-module is activated with a uniform Qa map for an additional number of initialization
steps. Finally, the coupled I-, E-, and W-modules are run together until steady state conditions
are reached. Convergence of the plasma variables to steady state conditions is achieved already
after 1.5 ms of simulation time. The simulation results of next section are shown at the end of
the simulation, at 3.5 ms. Figure 5.5 illustrates the initialization and steady-state convergence of
the simulation by plotting the computed thrust contributions of the different species. The updates
of the power absorption profile are indicated by vertical dashed lines. In the following sections,
all plasma variables shown have been averaged over 500 ion module time steps after reaching the
converged state to reduce numerical noise.

Figure 5.5: Evolution with simulation time of the thrust contributions of Xe+ (filled diamond), Xe2+

(diamond), Xe (square), e− (triangle) and the total (solid). After an initialization time of 1 ms, Qa

is updated every 250 µs (dashed).
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5.3 Results and discussion

The steady-state solution arising from the three coupled modules is reported and discussed next
for the nominal operating point of the ECRT. Firstly, the resulting plasma properties are presented,
including the singly-charged ion velocity and streamlines and the main contributions to electron
momentum balance. Secondly, we explain the high-frequency fields and the power absorption
density profile, and its connection with the solution of the transport properties. Thirdly, the
plasma fluxes to the device walls are analyzed. Fourthly, the thruster integral figures of merit are
computed and compared against the available experimental data for this thruster.

5.3.1 Quasi-steady plasma transport properties

In the steady-state, the neutral propellant density nn peaks at 6.5 · 1019 m−3 near the injection
port (see Fig. 5.6(a)). Then, it decreases away from this location featuring a nearly homogeneous
profile inside the thruster chamber, adding the contribution of ion recombination at the walls.
Neutral density decreases as neutrals expand downstream and ionization takes place, falling more
than two orders of magnitude downstream. This decrease is most evident close to the injector,
where the ionization is dominant. Neutral density is lowest in the peripheral plume, essentially out
of reach for the ballistic neutrals. The fraction of propellant mass flow rate leaving the discharge
chamber as ions is roughly 50%.

The singly- and doubly-charged ion densities, ni1 and ni2, are shown in Fig. 5.6(b) and (d).
As it can be noted, ni1 is about one order of magnitude greater than ni2, and both follow the
same overall behavior. The maximum singly- and doubly-charged ion densities are of the order of
9.5×1017 m−3 and 9.6×1016 m−3, respectively. The peak densities are reached in the vicinity of the
injector, where most of the ionization takes place. Ion densities decrease toward the thruster walls,
and ions impacting there are recombined into neutrals. The ion densities drop noticeably around
the inner rod element and in the magnetic tube that originates in this region, which coincides with
the region of higher electron temperature as discussed further below. This feature of the plasma
discharge was observed to be robust to a sensitivity analysis of the simulation. Consistently with
ni2 ≪ ni1, the electron density ne, shown in Fig. 5.6(c), is essentially equal to ni1, peaking around
1.1 × 1018 m−3. The electron density decreases downstream along magnetic lines as the plasma
expands, reaching values of 2.7 × 1016 m−3 at the symmetry axis at the end of the simulated
magnetic nozzle domain. This value is consistent with estimations performed with other models
as the quasi 1D model presented in Ref. [52].

The quasi-steady map of electron temperature Te is shown in Fig. 5.6(e), with dashed lines
indicating magnetic lines for reference. Due to the strong electron magnetization, effective energy
transport rates of electrons along and across magnetic field lines are markedly different. While
there exists large temperature gradients perpendicular to the applied magnetic field B0, a near-
isothermal behavior is observed in the parallel direction, at least in the finite domain simulated
here. Gradual parallel cooling of electrons is expected further downstream, an aspect of the electron
expansion that requires a kinetic treatment to be modeled consistently [118].

The maximum electron temperature is 43 eV and is found near the dielectric window that
connects the thruster chamber with the coaxial cable, and in the magnetic tube that emanates
from this location. As discussed later, the neighborhood of this window is also the location of the
maximum power absorption. The electron temperature close to the symmetry axis is around 28
eV which is consistent with the experimental values reported by Lafleur et al. [119] and later by
Correyero et al. [52] for 0.2 mg/s and, 20 and 30 W of absorbed power, respectively. Te goes below
4.3 eV at the lateral wall of the thruster and close to 0.2 eV at the top of the external wall.

Further insight on the electron dynamics can be gained by inspecting the electron pressure
pe = neTe, shown in Fig. 5.6(f). This variable is directly related to the thrust of the device,
and with the quasi-steady electric field and azimuthal plasma currents, as discussed further below.
While ne displays a minimum in the neighborhood of the axis of symmetry and Te presents a
strong radial gradient, pe shows a relatively smooth behavior in the whole discharge. Looking at
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Figure 5.6: Quasisteady plasma transport results: (a), (b), (c) and (d) are neutrals, singly-charged
ions, electrons and doubly-charged ions densities, respectively, (e) and (f) electron temperature and
pressure, (g) electrostatic potential and (h) singly-charged ions meridian velocity.
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z = const sections of the thruster, the peak pressure takes place at a mid radius inside the annular
chamber. Further downstream, in the MN, the maximum pressure is found closer to the axis of
symmetry.

The quasi-steady plasma potential ϕ in Fig. 5.6(d) presents an axial fall of roughly 50 V within
the simulation domain. It must be noted that the expansion will continue further downstream of
this domain to infinity with collisionless electron cooling and further potential drop. The maximum
value of ϕ is found inside the discharge chamber, close to the inner rod element of the thruster,
right before the quasineutral pre-sheath decreases its magnitude toward the thin non-neutral wall
sheaths. The potential decreases axially, along the MN. Note that the position of the maximum
does not coincide with either the maximum of ne, Te, nor pe. In the direction perpendicular to
the magnetic lines, and always in the quasineutral domain, the potential is essentially flat, except
close to the inner rod element where it drops several tens of volts. A minor, secondary maximum
of ϕ can be seen close to the lateral inner corner of the discharge chamber, which is attributed
to this corner region of being essentially magnetically isolated from the rest of the plasma by the
applied field lines, which means that electron transport into this region is severely limited; the
small potential rise in this part of the device enhances electron transport from the rest of the
plasma toward this region. Similarly, the small increase of ϕ at the top-left corner of the plume
domain is attributed to the lack of electrons in this second magnetically-isolated region, although
in this case it is considered a numerical side-effect of the finite simulation domain and the presence
of the lateral plume boundary.

Another aspect of interest of the ϕ-map is that the potential fall along each magnetic line is not
proportional to the corresponding value of Te, as could perhaps be expected. If this were true, a
higher potential fall would be observed in the magnetic tube close to the inner rod element of the
thruster. On the contrary, the potential fall is smooth and roughly the same across magnetic lines,
indicating that the expansion is a global phenomenon for the whole plasma, despite electrons being
well-magnetized. This behavior is consistent with the profiles of ne and Te of figures 5.6(c) and
(e). Indeed, to leading order, the projection of equation (5.2–2) along 1∥ yields a Boltzmann-like
relation for each magnetic line within the simulated domain,

ne
ne0

≃ exp
e(ϕ− ϕ0)

Te
, (5.3–1)

where the subindex 0 represents values at a reference location for each line (e.g. upstream). As
∆ϕ = ϕ− ϕ0 is roughly identical for all magnetic lines, the relative drop of ne is smaller along the
lines where Te is larger.

The singly-charged ion meridian velocity ui1 and their streamlines are shown in Fig. 5.6(h).
While electrons are magnetized, the heavy ions are essentially unmagnetized and thus their dy-
namics is dominated mainly by the quasi-steady potential ϕ, which accelerates them downstream.
Observe that ion streamlines (which roughly correspond to individual ion trajectories, since ions
are relatively cold) do indeed not coincide with magnetic lines, and that the ion flow detaches
inwardly from the magnetic field [120], resulting in less divergence than the expected one for fully-
magnetized ions [121]. The resulting mean velocities at the last section of the simulation domain
range from 3 km/s (at the axis) to 6 km/s (at the periphery). This difference is attributed to the
location where the ions are created and the path they follow inside the ionization chamber before
entering the MN region. For comparison, laser induced fluorescence measurements of the ECRT
operating at nominal conditions [52] indicate ion velocities of about 7 km/s and 11 km/s at 4 and
12 cm downstream the thruster exit, respectively. In addition, LIF measurements obtained at U.
Michigan [122] with a similar prototype report velocities around 9 km/s 4 cm downstream the
thruster exit plane, at background pressure of 13 µTorr.

As a derived quantity, the meridian Mach number of singly-charged ions, based on the approx-
imate local sound velocity, Mi1 = |ui1|/

√
Te/mi1, features its maximal values (around Mi1 = 3)

in the peripheral region of the plume, while at its core Mi1 is only slightly larger than 1. This
radial variations are due to the differences in ui1, compounded with the variations in electron
temperature Te. Arguably, the supersonic expansion in the MN of the device is uneven. It seems
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Figure 5.7: Electron azimuthal current density. The black contour line shows the location of the sign
change. Icons ⊕ and ⊖ represent the regions of positive and negative currents, respectively.

plausible that the presence of the rod element in the ECRT discharge chamber induces a dip in the
ion Mach number in its wake. This behavior was seen to be robust against the sensitivity analysis
carried out, and will be subject of future studies.

Lastly, it can be observed that inside the discharge chamber part of the ion streamlines precip-
itate onto the walls of the thruster guided by the electrostatic potential fall near those surfaces,
giving rise to wall losses, which are discussed in section 5.3.3.

The quasi-steady state azimuthal electron and ion currents are an essential aspect of the oper-
ation of the device, as their interaction with the applied magnetic field B0 is responsible for the
generation of magnetic thrust and the cross-field confinement of the plasma. Figure 5.7 displays
the azimuthal current of electrons jθe = −eneuθe, which is more than two orders of magnitude
greater than the azimuthal current of any ion species.

To leading order, in the perpendicular direction the electron pressure gradient −∇pe is com-
pensated by the electrostatic force density ene∇ϕ and the magnetic force, jθeB01⊥ (see equa-
tion (5.2–2)),

∂pe
∂1⊥

≃ ene
∂ϕ

∂1⊥
+ jθeB0 . (5.3–2)

Given that the quasi-steady electric potential is essentially flat across the magnetic field lines,
the current jθe is responsible for most of the cross-field confinement of the electron pressure pe.
Consequently, the sign of jθe switches mid-radius, close to where the maximum pe is found in the
perpendicular direction, following the sign of −∇pe.

The reaction to the axial magnetic force density, jθeBr0, is felt on the coils of the thruster, and is
termed magnetic thrust. Since in the present simulation Bz0, Br0 > 0 in the domain, only negative
jθe results in positive thrust generation. It can be seen that the outermost part of the plasma is
the main contributor to magnetic thrust, while the electrons close to the inner rod element of the
device cause some negative magnetic drag in order to confine the electron pressure away from this
element. This is a consequence of the maximum electron pressure being located at an intermediate
radius rather than the axis of symmetry, and is likely an effect of the presence of the inner rod
element. Downstream of this rod element, a small localized region with jθe < 0 is found.

5.3.2 Fast electromagnetic fields and power absorption

The solution to the high-frequency electromagnetic fields depends on the excitation frequency
ω, the applied magnetic field B0, the electron density ne, and the collisionality νe. In particular,
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Figure 5.8: (a) Electromagnetic field propagation parametric regions with contours representing the
boundary surfaces and (b) minimum principal wavelength, computed from the local dielectric tensor.

the first three variables determine the field propagation regimes, the cut-offs, and the resonances.
The last variable, νe, which ranges from a maximum value of 4.5 · 108 Hz inside the source and
decreases downstream, affects mainly to the homogeneity of the power absorption map. Notably,
while B0 is an input to the simulation, ne and νe depend dynamically on the plasma transport
solution.

The different electromagnetic parametric regions in steady-state are shown in Fig. 5.8(a), fol-
lowing the numerical nomenclature (I to VIII) of Stix [27]. The right-hand circularly polarized
wave (R) resonates when ω = eB0/me which determines the critical value of B0 (875 G) and the
location of the ECR surface. This value separates regions I through V from regions VI through
VIII. The plasma frequency cut-off occurs when ω = ωpe, which determines the critical value of ne
(= 7× 1016 m−3). Regimes I, II, III, and VI take place below this value of ne, and are considered
underdense regimes. Regimes IV, V, VII and VIII are overdense regimes.

Region I (low B0, low ne) is topologically equivalent to propagation in vacuum, with both R
and L (i.e. left-hand circularly polarized) propagating modes. It is separated from region II by
the R wave cut-off. In region II, only L waves propagate. As B0 and ne increase, eventually the
upper-hybrid resonance (UHR) is crossed into region III, where two propagating solutions exist
at directions other than B0. Region IV (low B0, high ne) exhibits propagating L waves only. In
region V (separated from region IV by the L wave cut-off) no propagating solutions exist, and
all electromagnetic fields are evanescent. Region VI (high B0, low ne) features both R and L
polarizations. Regions VII and VIII (high B0, high ne) feature whistler R waves, which propagate
in directions close to B0; additionally, region VII also has regular L-waves.

As it can be noticed in Fig. 5.8(a), in this ECRT simulation all these regions (i.e. I through
VIII) are present within the simulation domain and in close proximity to each other. The contour
lines detail the location of the different cutoffs and resonances, which act as the boundary surfaces
of the different propagation regimes. In particular, the presence of the ECR and UHR stands out.
Whereas the location of the ECR is fixed only by the magnetic field, the UHR is determined by a
combination of both the magnetic field and the electron density.

As the electromagnetic power enters the discharge chamber through the coaxial line, it enters
regions VI-VIII (upstream of the critical B0), and soon reaches the ECR surface. Most of the
discharge chamber is overdense (ωpe > ω), and therefore downstream of this surface there is a
region V where only evanescent fields are allowed. However, a thin low-density channel exists near
the inner wall corresponding to regions III and IV. Power can propagate along this channel, and
also tunnel through a short evanescent region. Further downstream, as both B0 and ne decrease,
all other regions are crossed, until eventually region I is reached.

The existence of all these regions implies wide changes of the local wavelenghts in the domain.
Figure 5.8(b) illustrates this by plotting the minimum wavelength in the perpendicular and parallel
directions for all propagating modes. The smallest wavelengths occur near the ECR and the UHR
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Figure 5.9: Electromagnetic wave electric field (complex magnitude and phase). The contour lines
represent the cutoff ω = ωpe, the ECR surface (dashed) and the UHR surface (dashed-dotted).

surfaces, and the W-module mesh has been refined accordingly, as described in chapter 4 and
§5.2.3.1.

The amplitudes and complex phases of the three components of the fast electric field E are
shown in Fig. 5.9. The resulting electric field inside the coaxial cable is a strong radial field,
characteristic of the TEM mode. As the power flows into the plasma, the radial component of the
EM wave electric field Ẽr still dominates on both sides of the ECR surface, and continues to be
large in the thin regions III and IV that exist around the rod element of the thruster. It can be
observed that an axial electric field Ẽz also develops before the ECR surface and downstream from
the rod element decaying after the resonance, and that the azimuthal field Ẽθ plays only a minor
role. Small magnitude fields also exist downstream, around the UHR surface.

The phase plots in Fig. 5.9 indicate that no major wave structures exist in the domain, which
would be evidenced by alternating phase structures, given its small size compared to the electric
length in vacuum; the only exception is in the narrow propagation channel close to the inner rod
element, where a short-wavelength mode is observed in Ẽz. No major standing-wave structures are
observed within the simulation domain, indicating that reflection at the free surfaces downstream
is small.

The power absorption density Qa is shown in Fig. 5.10. Absorption occurs mainly at around
the ECR surface, as expected. The power absorption has its maximum at the ECR, near the inner
rod element of the thruster. Some power absorption also takes place around the inner rod, in the
propagating channel. Overall, most of the power is deposited in the magnetic tubes close to the
inner rod, which is also where electron temperature features its peak values. The absorption at
the downstream UHR surface is non-zero, but orders of magnitude smaller.

The electromagnetic power absorption density Qa, defined in Eq. (2.9–7), can be expressed in
terms of the parallel, perpendicular and azimuthal components of the electric wave field as

Qa =
ωϵ0
2

[
ℑ(S)

(
|Ẽ⊥|2 + |Ẽθ|2

)
+ ℑ(P)|Ẽ∥|2

]
+ ωϵ0ℑ(D)ℑ(Ẽ∗

⊥Ẽθ) . (5.3–3)

The absorption map can be explained by inspecting the magnitude of the different terms in equation
(5.3–3). As the applied magnetic field is mostly axial in the device, Ẽ∥ ≃ Ẽz and Ẽ⊥ ≃ Ẽr. At
the ECR surface, the imaginary part of S features its maximum and it is two orders of magnitude
greater than the imaginary part of P. As |Ẽr| ≫ |Ẽθ|, the power absorption density is therefore
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Figure 5.10: Electromagnetic power density absorbed by the electron species.

dominated by the term

Qa ≈ ωϵ0
2

ℑ(S)|Ẽr|2. (5.3–4)

This term reaches its peak value close to the exit of the coaxial line, where the radial electric field is
larger and the ECR surface is found, and consequently this is where the higher Qa occurs. Lastly, it
is noted that while absorption at the resonance requires νe > 0, the actual value of this parameter
only influences the thickness of the resonance layer, while the integrated power deposited in it is
essentially unaffected [56].

5.3.3 Particle and energy wall fluxes

Figure 5.11(a) displays the particle flux to the thruster walls for each species, as a function of
arc-length variable ζ, introduced in Fig. 5.1. This variable starts at the tip of the inner rod, goes
around clockwise along the thruster wall meridian section, finishing at the end of the external wall.

The internal thruster walls sustain a much larger particle flux than the external walls, differing
in several orders of magnitude. Singly- and doubly-charged ion particle fluxes evolve similarly
with ζ, being the former always greater than the latter. Singly-charge ion particle flux features
values between 1019 and 1021 m−2s−1 flux, peaking around the middle of the rear wall, where the
injector is located and ions density is maximum. Neutral flux to the walls is shown in the figure for
comparison. Amongst all the regions inside the thruster chamber, the corner region between the
rear and lateral wall collects the least amount of ions. All corners exhibit a discontinuity motivated
by the change in normal vector but this corner region features enhanced magnetic shielding. As a
result insufficient electron temperature in the vicinity of this region, ionization is poor there, and
combined by the strong magnetization results in a repelling electrostatic field that limits the ion
flux to the walls significantly. The primary electron flux follows a similar behavior to the singly-
charged ions both at the lateral wall and backplate. Nevertheless, approaching the inner rod wall,
the flux increases by more than an order of magnitude reaching values of about 1022 m−2s−1.

At each location along the (dielectric) walls, the net flux of negative and positive charges to
the wall must be equal. The large difference between the fluxes of electrons and ions toward the
inner rod wall is indicative of the large SEE that takes place there, where indeed the yield δws,
motivated by the considerable electron temperature, is close to unity. The difference of the fluxes
decreases to near zero along the back, lateral, and external walls, where electrons are cooler and
SEE becomes less important.

Figure 5.11(b) shows the total net energy flux to the walls of each species. This magnitude is
relevant to understand the thermal loads endured by the exposed walls. The maximum energy



90 5.3. RESULTS AND DISCUSSION

Parameter Name Units UC3M ONERA [26]
ṁ Mass flow rate mg/s 0.2 0.2
Pf Input power W 30 53.7*
F Thrust mN 0.840 0.850
Fp Pressure thrust mN 0.322 [ - ]
Fm Magnetic thrust mN 0.518 [ - ]
Pa Absorbed power W 26.9 27.9*
Pr Reflected power W 3.1 4.28*
Isp Specific impulse s 428 429
Ii Ion current A 0.082 0.065
ηF Thrust efficiency % 6.6 6.5*
ηprod Production efficiency % 40.9 [ - ]
ηu Utilization efficiency % 50 45.1
ηe Energy efficiency % 25.3 [ - ]
ηc Conversion efficiency % 32.2 [ - ]
ηd Divergence efficiency % 91.2 [ - ]
ϵexc Excitation losses % 4.8 [ - ]
ϵion Ionization losses % 7.0 [ - ]
ϵwall Material wall losses % 63.0 [ - ]

VSWR Voltage ratio - 1.8 2.15*
ηp Power coupling eff. % 91.8 86.7*

Table 5.2: Thruster performances. Values at the thruster (*) are computed from the data reported
at Ref. [26] (before the vacuum chamber feedthrough) with the estimated 2 dB losses between that
point and the thruster, as indicated in that reference.

load is exhibited at the inner rod. Electrons dominate the energy flux to this element, due to the
high SEE, and are comparable to the ion energy flux in other walls. Singly-charged ions have a
larger energy flux with respect to doubly-charged ions everywhere due to their significantly higher
density. The maximum ion energy flux is 0.8 W/cm2, and occurs at the injector location, near the
region where most ionization takes place. As could be expected, the corner region of the thruster
is clearly well shielded magnetically, not only from a particle flux viewpoint as reported above, but
also from an energy viewpoint.

Finally, Fig. 5.11(c) portraits the average impact energy per particle of each species. This
variable is relevant in erosion studies, as the impact energy must be greater than a material
dependent threshold energy for sputtering to take place. In this case, we see that doubly-charged
ions are responsible for the highest per-particle energy deposition to the walls. This is due mainly
to their double-charge acceleration in the wall sheaths; indeed, the sheath accounts for most of the
impact energy for both singly- and doubly-charged ions everywhere. Energies ranging from roughly
10-20 eV to 200-300 eV are computed. The maximum impact energy takes place at the end part of
the rod element, where experiments report the largest and fastest erosion under operation. Specific
electron energy is small except on the inner rod element. Neutrals impact energy is negligible.

5.3.4 Propulsive performance

The thrust F of a MN-based thruster is generated partially inside the source, but mainly in the
MN region, which extends to infinity. In the present simulation, F is computed by integration of
the plasma momentum on the free boundaries of the domain ∂Ω∞,

F =
∑
s

∫
∂Ω∞

(msnsuzsus · 1n + nsTs1z · 1n) dS , (5.3–5)

where the sum on s extends to all species. The thrust F can be divided in two contributions:

Fp =
∑
s

∫
∂Ωw

(msnsuzsus · 1n + nsTs1z · 1n) dS , (5.3–6)
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Figure 5.11: (a) Particle flux, (b) net energy flux and (c) average impact energy of the different
species to the thruster walls: electrons (triangles), Xe+ (filled diamonds), Xe2+ (diamonds), and Xe
(squares).
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and

Fm =

∫
Ω

−jθBrdV , (5.3–7)

which equal the sum of all the axial dynamic pressure force of each species s on the thruster
walls ∂Ωw and the axial magnetic force produced by the azimuthal plasma current on the thruster
magnets, respectively [98]. It should be noted that the expansion continues further downstream,
beyond the computational domain, and therefore a small part of the generated thrust is missed
by the simulation. Indeed, the major part of ion acceleration in this thruster occurs in the first
few cm after the thruster chamber exit [52], and therefore is captured here. The specific impulse
is calculated from this magnitude as Isp = F/ṁ.

The microwave power entering the thruster, Pf , is partially absorbed by the plasma, Pa, and
partially reflected back through the coaxial cable, Pr, thus

Pf = Pa + Pr . (5.3–8)

Notice that in the present simulations there are no free-space radiation losses; this is representative
of the operation of the device inside a laboratory vacuum chamber, where the radiated power is
confined.

The reflected power is obtained directly from the voltage standing wave ratio (VSWR), computed
as the ratio of the maximum and minimum values of the radial electric field in the coaxial cable,
and is directly related to the power coupling efficiency ηp as

ηp = 1− Pr
Pf

= 1−
(
VSWR− 1

VSWR+ 1

)2

. (5.3–9)

Observe that the reflected power cannot be considered a priori a loss mechanism, as this power
can be recirculated back to the thruster quite efficiently by impedance matching in the microwave
circuit design. Nevertheless, a large reflection ratio would be symptomatic of an inadequate power
coupling to the plasma.

Following [72], the power balance for all plasma species can be expressed as

Pa = Pexc + Pion + Pwall + Pp , (5.3–10)

where Pexc and Pion are the power spent in excitation and ionization of the propellant; Pwall
is the kinetic, thermal, and heat flux power lost to the walls; and Pp is the power flux of all
species through the free boundaries. Consequently, we can define the loss ratios ϵexc = Pexc/Pa,
ϵion = Pion/Pa, and ϵwall = Pwall/Pa.

The (overall) thruster efficiency is computed as

ηF =
F 2

2ṁPa
. (5.3–11)

This efficiency can be approximately decomposed as

ηF ≈ ηuηeηcηd =
ṁi∞

ṁ

Pp
Pa

Pi
Pp

Pzi
Pi

, (5.3–12)

where ηu = ṁi∞/ṁ is the utilization efficiency, i.e. the fraction of propellant mass flow rate that
reaches the domain free boundaries as ions (ṁi∞); ηe = Pp/Pa refers to the energy efficiency, i.e.
the fraction of absorbed power that becomes plume kinetic and thermal power (Pp); ηc = Pi/Pp is
the conversion efficiency, i.e. the portion of the plume power in the form of kinetic ion power (Pi);
finally, ηd = Pzi/Pi is the divergence efficiency, i.e. the fraction of ion kinetic power which in the
axial direction (Pzi), thus generating thrust. The difference in equation (5.3–12) between ηF and
the product ηuηeηcηd is due to the difference between Fi and F , which in a completely developed
expansion is expected to be small. However, in the present simulation with finite domain, the
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electron contribution to thrust accounts for up to a 25% (see Fig. 5.5) at the free downstream
boundary. This suggests that the expansion is incomplete by z = 4 cm, and that additional thrust
is to be gained further downstream as the magnetic nozzle continues to convert electron power into
directed ion kinetic power.

In addition to these partial efficiencies, another relevant quantity is the production efficiency,
defined as the ratio of ion flow rate at the free boundaries with respect to that at all the simulation
boundaries including thruster walls,

ηprod =
ṁi∞

ṁi
, (5.3–13)

which is closely related to the number of times each atom undergoes reionization, and characterizes
the plasma losses to the walls.

Table 5.2 displays the performance figures of the simulation. For comparison purposes, the
available experimental data from ONERA thruster are also shown. The total thrust produced
by the thruster in the simulation is 0.84 mN, and the specific impulse 428 s, which show a great
agreement with the experimental measurements. The fraction of magnetic thrust to total thrust
amounts to approximately 62%, which again agrees well with the available experimental data [123]:
60% for the device operating at 0.2 mg/s and 40 W.

In Ref. [26], efficiencies are computed with respect to the transmitted power (i.e. ηpPf ) and
that this power includes the power losses in the cables, the feed-through, the DC block and the
connectors/adapters, which are of the order of 2 dB. Table 7.2 shows the efficiencies and powers,
taking into account the reported attenuation losses between the measurement location (prior to the
tank) and the thruster. The thrust efficiency is very similar in the simulations and the experiments,
around 6.6%.

The main inefficiency arises from plasma losses to the walls. First, the fraction of generated
ions that become plume ions, given by ηprod, is quite low, about 41%, while the rest of them are
recombined at the walls. Second, the energy efficiency is rather low, ηe ≈ 25%. While excitation
and ionization losses (measured by ϵexc and ϵion) are arguably small, about two-thirds of the
absorbed power (ϵwall) is lost to the walls, transported by the ions and electrons that impact on
them. In fact, the integrated energy fluxes (see §5.3.3) over the inner thruster walls areas adds
up to 16.9W, where 51% is lost through the inner rod surface, 40% through the backplate, 9%
through the lateral wall and 0.1% through the external wall. Large losses at the magnetically
unshielded backwall are well-known from HPT analyses [98, 124] and the way to reduce them
would be to shield that wall (without altering much the wave propagation). Magnetic shielding
seems to operate rather well at the lateral wall; it does not behave well at the rod due to the large
electron temperatures around it, leading to very large thermal loads in that thin element, which
amounts for only a 6% of the total inner thruster walls area. To reduce this problem should be a
central task of any design optimization of the thruster chamber.

The second main source of inefficiency is related to the meager utilization efficiency, a 50% in the
simulation, and also in good agreement with the experimentally-obtained value. These values are
also common in HPTs [125] and are likely due to the large wall recombination. The consequence
is that a large fraction of the propellant is leaving the source as neutrals, generating essentially no
thrust.

On a positive note, the divergence efficiency ηd of 91.2% shows that the kinetic power of ions
leaving the domain is mainly axial and that good magnetic detachment takes place in the MN.
On the other hand, and in line with the discussion above, the rather low conversion efficiency ηc
evidences that the expansion is still incomplete in the simulation domain.

The experimentally-reported power coupling efficiency ηp is close to unity already in early designs
[8] and in contemporary ones [53], where they report a 95%. These values are measured between
the microwave generator and the microwave feedthrough on the tank, and therefore do not record
the attenuation in the line from the tank feedthrough to the thruster. With the estimated power
attenuation factor of 2dB given in [26], the actual coupling efficiency at the thruster entrance for
the prototype simulated here is 87%. This value is close to the computed 92% coupling efficiency.
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5.4 Concluding remarks

An axisymmetric model of the plasma discharge in an ECRT has been presented, which couples
together the slow plasma transport and the fast electromagnetic fields. Self-consistent simulation
results for a thruster of this type have been reported, discussed, and compared with existing
experimental data from the MINOTOR ECRT prototype.

Results reveal the mutual dependency between the quasi-steady plasma properties and the high-
frequency electromagnetic fields, as plasma density determines the propagation regimes and the
location of cut-offs/resonances, while the power absorption map drives the electron temperature
profile. Multiple electromagnetic propagation regimes coexist in the device. In most of the domain
wave structures are not observed, which is expected due to the small dimensions of the thruster.
The exception is the neighborhood of the inner rod element of the device, where a short wavelength
mode has been found. The main contribution to electromagnetic power absorption is related to
the radial electric fields at the ECR region, in particular those closest to the exit of the coaxial
line. The ratio of reflected power is small. The field propagation beyond the ECR surface occurs
along a low-density channel close to the inner rod element of the thruster. As the topology of these
regions responds to the plasma density profile, varying the input mass flow rate or the input power
is expected to alter them and consequently modify the electromagnetic power flow.

Large values of the electron temperature are observed in the magnetic tube that connects with
the coaxial line exit. Electron temperature is almost uniform in the parallel direction to the
magnetic field, but a large perpendicular gradient exists. The electron pressure profile, on the
other hand, is smooth, not showing any pronounced peak. The plasma density profiles peak at an
intermediate radius instead of at the axis of symmetry. This is likely a consequence of the presence
of the inner rod, which makes the plasma density drop close to its surface.

The quasi-steady electric field developed by the plasma is similar along all magnetic lines in
spite of the differences in electron temperature among them. This, combined with the observed
ion velocity profile, results in a local ion Mach number that varies substantially among magnetic
lines.

The particle and energy fluxes to the walls have been analyzed per species, showing that the
inner rod of the thruster undergoes the largest particle and energy influx. This element has also
shown to undergo the major part of the heat lost through the thruster walls. Thus, an alternative
design choice for the geometry and the material of the inner rod element could lead to significant
improvement of the overall thruster performances. Regarding the impact energy, the maximum is
exhibited by doubly charged ions and overall it occurs at the inner rod element. Thus, this element
will suffer from both thermal stress loads and the erosion provided by the impact of energetic ions.

The central part of the rear wall is essentially perpendicular to the magnetic field lines that
expand into the MN region, and thus is connected to the bulk of the plasma discharge. Particle
and energy fluxes to this part of the rear wall are large. On the contrary, the corner region between
the rear and the lateral walls forms a nearly-isolated region which is well protected by the magnetic
field, and this is reflected in the lower particle and energy flux to it.

The performance figures computed from the simulation results show a great agreement with
existing experimental data, serving as a partial validation point for this numerical model. The
main loss mechanisms are plasma losses to the walls, especially to the inner rod element, and a
low propellant utilization. Given this agreement, and the difficulty of experimentally measuring
detailed profiles as the ones obtained by the simulation, the present model could be used to propose
novel designs that could optimize the overall thruster performance. Further work must continue
to improve and validate the model, in particular running simulations in larger domains and using
the available laboratory measurements of plasma properties.

Lastly, the numerical treatment of the fast electromagnetic fields near the ECR and UHR
surfaces presents several difficulties, which have been addressed with a predictive local refinement
strategy applied to the mesh of the W-module. Future work will seek for other schemes to reduce
the need of refinement in these regions.



Chapter 6

Parametric investigation on the design
and operation of the ECR30

This chapter analyzes on the impact of both the operating point and some design choices on
ECRT performance. First, the effects of computational optimization of the reference simulation
domain shown in Chapter 5 are analyzed. Second, the impact of the operating point on thruster per-
formance and plasma properties is detailed. Third, an assessment of the influence of ECR location
on thruster performance is provided, comparing its actual location with other alternatives. Fourth,
multiple injector port configurations are tested. Finally, a sensitivity analysis on the anomalous
transport coefficient is provided explaining its main effects and its influence of plasma properties
and thruster operation. Part of the contents of this chapter have been published in a conference
paper [61] and will be submitted for their publication to peer-reviewed journal Plasma Sources Sci-
ence and Technology [62]. The simulation results are gathered in a simulation catalogue shown in
appendix A. The contents of this chapter are part of EP2’s contributions to MINOTOR project.

6.1 Reduced-domain simulation

In order to accelerate the multiple simulations of the parametric study, an optimized version with
a reduced (RED) simulation domain compared to that of the reference (REF) simulation has been
defined with the same thruster and nominal operating point. The thruster geometrical parameters
are therefore the same of the reference case shown in Tab. 5.1, in chapter 5. Figures 6.1a and
6.1b show respectively the PIC-mesh elements and the MFAM cells of the RED simulation. In this
section it is shown that the differences between the reference and reduced simulation domain results
are minor, and that all major features of the plasma discharge are preserved. This optimization
is applied to the rest of simulations in order to speed up the computational time required by the
parametric analyses. The main simplifications utilized in RED simulation are:

� Decrease on the simulated plume size by a distance L axially, and R radially.

� The number of cells of the transport modules was decreased.

� The near top plume of the transport has been truncated to decrease computational cost since
it required increasing the overall target number of particles per cell.

� Disregard charge exchange collisions (CEX) to save computational time as they do not play
a major role in the plasma dynamics.

95



96 6.1. REDUCED-DOMAIN SIMULATION

(a) (b)

Figure 6.1: (a) PIC-mesh and (b) MFAM elements, with applied magnetic field in the colormap and
the red curve representing the ECR location.

Name Variable Units REF RED

PIC-mesh elements Nel,I [ - ] 3360 880
MFAM elements Nel,E [ - ] 2550 807

EM-mesh elements Nel,W [ - ] 120782 96526
Computational time tc [ h ] 150 15

Table 6.1: Comparison of mesh sizes and computational performance.

Figure 6.2: Results comparison for REF (left), I2 (center), and RED (right).
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A first reduced simulation, I2, was performed and is illustrated in the appendix A after the
reference case, REF. A second reduced simulation, RED, without double ions, was also carried out
to assess the influence of this species. A sample of the comparison plots is shown in Fig. 6.2 for
the three simulations.

As it can be observed in Fig. 6.2, simulations REF, I2, and RED present similar plasma
properties. The performance figures for simulation RED are reported in Tab. A.1 alongside
those of cases I2 and REF, and the other simulation cases considered in this study. The thrust,
specific impulse, and thrust efficiency is lower than in simulation REF, in part due to the smaller
plume domain, which means that less expansion and acceleration of the plasma is kept. This
issue is partially mitigated by the fact that the simulation REF produced optimistic values for
these quantities with respect to the experimentally measured ones, and the simulation RED is
circumstantially closer to them. The values of the excitation losses, ionization losses, coupling
efficiency, utilization efficiency are essentially the same in the two simulations. Mild differences
exist in the plume divergence (which can again be attributed to the smaller domain) and also in the
wall losses. The comparison amongst these simulations partially validates the simulation approach
and code, and suggests that the smaller simulation domain and no double ions is sufficient to
perform the parametric study.

6.2 Parametric investigation on the operating point

This section focuses on the effect of variations of the mass flow rate and the input power with
respect to the nominal operating point (represented by simulation REF and RED of previous
section). The new simulation cases are M0 and M2, which feature a 25% lower and higher mass
flow rate with respect to the nominal case, respectively, and cases P0 and P2, which have half and
double the nominal input power, respectively. All the other input parameters of the simulations
are set to nominal. The reason behind of using the input power Pf rather than the absorbed power
Pa in the analysis is to assess the changes in the power reflection ratio.

In order to support the study, the evolution of several variables along three distinct lines will be
plotted in the following. Figure 6.1a shows these three lines. Firstly, a horizontal line located at
the middle radius (i.e. r = 0.745 cm) of the thruster chamber, which allows to investigate trends
in the axial direction. Secondly, a radial line of at z = 0.5 cm which provides with information of
the radial dynamics inside the thruster chamber. Finally, a vertical line of nodes located at the
end of the simulated plume.
Results show that the plasma transport maps exhibit no qualitative differences and thus similar
topology with respect to the nominal case. Such feature reassures the robustness of the code.
However quantitative differences are evident in the results. Variations in mass flow rate and input
power modify the equilibrium state of the plasma discharge.

6.2.1 Neutral density

Figures 6.3a and 6.3b show the axial evolution of the neutral density for the different mass flow
rates and input powers, respectively. Likewise Figures 6.4a and 6.4b show radial profiles of the
neutral density.

The overall trend of neutral density is to increase with increasing mass flow rate, and to de-
crease with increasing input power. It seems evident that there is a direct correlation between the
stationary neutral density and, as the crucial power to determine the plasma state is the absorbed
power, the energy per particle Pa/ṁ. The proportionality is not direct since nonlinear mecha-
nisms involving ionization, wall recombination and the plasma expansion play an important role.
Nevertheless the main trend is observed in both axial and radial profiles.
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(a) (b)

Figure 6.3: (a) and (b) show the axial evolution of neutrals density and for variation on the mass
flow rate and input power respectively.

(a) (b)

Figure 6.4: (a) and (b) show the radial evolution of neutrals density and for variation on the mass
flow rate and input power respectively. Dashed lines represent the minimum and maximum radius
of the thruster chamber.

6.2.2 Electron dynamics

(a) (b)

Figure 6.5: (a) and (b) show the radial evolution of electron temperature and for variation on the
mass flow rate and input power respectively. Dashed lines represent the minimum and maximum
radius of the thruster chamber.
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In this section we analyze electron temperature, pressure, and density. Figures 6.5a and 6.5b
show respectively the influence of mass flow rate and input power on the electron temperature along
a radial section inside the thruster chamber. As can be noted in Fig. 6.5a, the electron temperature
in stationary conditions decreases with increasing the mass flow rate, and this occurs in the whole
domain but specially close to the inner rod surface, where the peak electron temperatures are
found. For instance, the mean electron temperature in line z = 0.5 cm is 21.1, 18.2 and 12.5
eV for cases M0, RED and M2, respectively. Even in the lower temperature case, the electron
temperature is sufficient to ionize well the propellant.

For mass flow rates much higher than those presented here, the electron temperature would
eventually decrease enough to lead to a significant reduction of the ionization source rate, damaging
the utilization efficiency ηu. This variable is useful in order to assess the quality of ionization, as
it represents the ratio of ion mass flow rate at the plume boundaries with respect to the input
neutral mass flow rate.

Conversely, increasing the input power leads to a significant increase of the electron temperature
and its peak value. The increase is not proportional in the entire domain, it is enhanced close to
the regions of maximum temperature. This is a result of the lack of changes in the relative power
deposition map, which is quite robust to input power changes. Indeed, this map roughly scales
with input power in the whole domain: the maximum power absorption for increasing input power
is approximately 1, 2, and 4 109 W/m3. For further details on the power absorption maps for
increasing power, see §6.2.5 . Overall, it can be stated that the electron temperature response
scales roughly with Pf/ṁ. In fact, since the input power is very similar to the absorbed power
in the range of parameters simulated, this factor is again the energy per particle Pa/ṁ which
determines the maximum electron temperature. For higher Pa/ṁ the maximum temperature
increases steepening the radial gradients, influencing the radial electron momentum balance.

(a) (b)

Figure 6.6: (a) and (b) show the radial evolution of electron pressure and for variation on the mass
flow rate and input power respectively. Dashed lines represent the minimum and maximum radius
of the thruster chamber.

Figure 6.6 shows the behavior of electron pressure in the radial section inside the thruster.
Clearly, electron pressure increases everywhere with mass flow rate and input power. While in-
creasing mass flow rate enhances electron pressure closer to the inner rod element, increasing the
input power enhances the electron pressure mainly in the center of the annular chamber away from
the either wall. The pressure value at the walls is essentially unaffected by these variations, and as
a consequence, increasing either the mass flow rate or the power results in steeper radial gradients.

Lastly, figure 6.7 shows variations experienced by electron density. While these variations can be
inferred directly from those of the electron temperature and pressure, it is worth discussing electron
density due to its more complex behavior. An increase in any of the two variables clearly results in
an increase of the electron density. This is related to ionization being the primary factor affecting
the electron density in stationary conditions, and ionization is driven by mass flow rate and input
power. While increasing mass flow rate enhances electron density everywhere, increasing the input
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power enhances the electron density mainly at higher radii, away from the inner rod element of
the thruster. In fact, the electron density close to the inner element is seen to decrease slightly
with the input power. A steeper radial gradient arises as a consequence of this behavior.

The changing plasma density map also leads to significant changes in EM power propagation
and absorption inside the thruster, and can be understood as a channel or “tube” for EM power
propagation, as detailed in §6.2.5.

(a) (b)

Figure 6.7: (a) and (b) show the radial evolution of electron density and for variation on the mass
flow rate and input power respectively. Dashed lines represent the minimum and maximum radius
of the thruster chamber.

To better understand electron dynamics, figure 6.8 focuses on the variation with input power
Pf of the main terms in the electron radial momentum balance equation,

0 = −∂pe
∂r

+ ene
∂ϕ

∂r
+ eneuθeBz0 + Fcoll,r , (6.2–1)

where the resistive force Fcoll,r is in general negligible Therefore, the principal force densities
balancing Eq. (6.2–1) are the electron pressure, the electrostatic, and the magnetic ones.

(a) (b) (c)

Figure 6.8: (a), (b), (c) show the radial evolution of the radial magnetic, electrostatic and pressure
forces for variations on the input power. Dashed lines represent the minimum and maximum radius
of the thruster chamber.

The electron pressure is the main driver of the electron dynamics. Figure 6.8 shows that there
are two different regions radially: one where the pressure force pushes the electron radially outward
(close to the lateral wall), and another where it pushes them inward (close to the inner rod element).
It is seen that the radial derivative of the pressure becomes more pronounced as input power
increases.

The magnetic force is the main force balancing the electron pressure, and also shows the two
distinct regions (the outer one where it confines the electrons inward, and the inner one where it



CHAPTER 6. PARAMETRIC INVESTIGATION OF ECR30 OPERATION AND DESIGN 101

pushes the electrons outward). The magnetic force responds readily to an increase of the input
power. The magnetic force is essential for the correct operation of the device: while the jθeBz
component confines the plasma radially, the jθeBr component (not shown here) is responsible of
creating magnetic thrust.

The radial electrostatic force, however, is not negligible anywhere. On the other hand, it dom-
inates close to the inner rod element in all cases, and becomes the leading confining force there.
The electrostatic force varies only mildly with input power.

6.2.3 Ionization and ion-wall recombination

The ionization cost is directly measured by the ratio ϵion. This value details the amount of power
spent in ionization collisions and quantifies the amount of ionized propellant in the simulation
domain, including the cost of reionization of plasma that is neutralized at the walls. In Tab. A.1
it can be seen that ϵion increases from 5.0 to 7.7 and then to 10.1 with mass flow rate, and it
decreases with input power from 10.6 to 7.7 and 5.9.

First ionization can be understood in terms of the behavior of neutral density, electron density
and electron temperature previously reported. The rate of ionization Rion(Te) is a function of the
electron temperature that grows rapidly while Te ∼ Eion, the ionization energy, which for Xe is
12.1 eV. Nevertheless, Rion(Te) starts to saturate as Te ≪ Eion.

Figure 6.9(a)-(c) shows the maps for ionization source rate Sion = neνion for the different mass
flow rates (note the different scales in each plot). Ionization is highest close to the injector port,
coinciding with the maximum in neutral density. We can notice that ionization is enhanced as
mass flow rate increases, following the trend of ϵion. For increasing mass flow rate we note that
ionization occurs closer to the inner rod surface. Lastly, the rate of ionization decreases towards
the lateral wall with increasing mass flow rate.

(a) (b) (c)

(d) (e)

Figure 6.9: Ionization rate of (a) M0, (b) RED, (c) M2, (d) P0 and (e) P2 cases.

Figure 6.9(d) and (e) shows the different maps of ionization source rates for increasing input
power, being from left to right, cases P0, RED and P2. In general, the ionization source rate ob-
tained for all the simulations level of ionization increases considerably with input power, exhibiting
maximum values of approximately 0.8, 2.5 and 3× 1024 m−3s−1.
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The rapid decrease of electronic temperature (see Fig. 6.5a) close to the lateral wall surface for
increased mass flow rates also explains the decrease in ionization in that region. A slight decrease
in electron temperature there results in a lower Rion. However, the proportion of volume where
electron temperature is greater than Eion is of 80%, 68%, and 46%, for M0, RED and M2 case,
respectively. This implies that although case M2 may seem more efficient in terms of usage of
electron internal energy for ionization, only 46% of the volume is above the ionization energy.

The effect of mass flow rate and input power on wall fluxes, which are related to recombination
and erosion, is shown on figure 6.10 and 6.11. As a reminder, ions recombined at the walls are
re-emitted diffusively as neutrals, which contributes to the neutral density reported before.

Figure 6.10a shows the impacting or primary flux of ions gi1,w to the thruster walls. Note that
in the majority of the thruster chamber walls, gi1,w increases with mass flow rate, exhibiting the
highest values in the higher mass flow rate case (i.e. M2). This effect slightly more evident at
the rod surface, where the effect of recombination seems to be playing a more important role in
ionization, leading to increased neutrals density (see Fig. 6.4a). However, the mass flow rate and
the ion flux to the walls is not correlated by direct proportionality. Recalling gi1,w = ni1ur,i1 =
neur,i1, these two variables (see figs/Parametric. 6.7a and 6.10c ) exhibit opposite dependence
with mass flow rate and each of them does not follow a proportionality correlation, so nor does
their product. Note that the density of plasma has been explained in §6.2.2 and the radial velocity
of ions is directly related to the plasma potential, reviewed in section §6.2.4.

Ion-wall recombination is affected differently by input power depending on the region investi-
gated. For instance, at the backplate and the lateral wall, as the general density of ions increases
and so does the electric field towards the walls, resulting in a monotonic increase of the flux of
primary ions to the backplate, thus increasing wall recombination effects there. However, at the
lateral wall, the ionization source rate is significantly decreased for the same reason as with in-
creasing mass flow rate, as the electron temperature there decreases (see Fig. 6.5b). Since the
characteristic value of the electron temperature there is below the ionization source rate, the result
is that ionization is reduced there. Close to the inner rod surface, the effect of ion-wall recombina-
tion on the ionization source rate is stronger (see Fig. 6.9d), relative to its maximum value than in
the other two cases. However, this does not imply directly a higher primary ion flux to the walls
for decreasing input power. This is due general increases exhibited in the ionization source rate
with increasing input power. For increasing input power, both the plasma density and electron
temperature with input power. Moreover, the dependence is non monotonic as we note that an
intermediate input power provides with the maximum ion flux to the walls.

(a) (b) (c)

Figure 6.10: Plots for different mass flow rates of : (a) the impacting flux of ions with respect to the
arc-length parameter ζ used to describe the location along the thruster chamber walls (see Fig. 5.1)
and (b) and (c) show radial profiles of the electron density and radial ion velocity, respectively.
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(a) (b) (c)

Figure 6.11: Plots for different input power of : (a) the impacting flux of ions with respect to the
arc-length parameter ζ used to describe the location along the thruster chamber walls (see Fig. 5.1)
and (b) and (c) show radial profiles of the electron density and radial ion velocity, respectively.

To summarize, mass flow rate affects strongly ionization and wall recombination. This leads to a
modification of the equilibrium state of the plasma. The dependence of mass utilization efficiency
on mass flow rate is not monotonic. For an electron population with temperatures well above Eion
in a low neutral density discharge, an increase in mass flow rate leads to a significant improvement
of the amount of ionized propellant since it increases the neutrals density, thus increasing the
electron density in stationary conditions and the mass utilization efficiency. Nonetheless, these
improvements do not continue indefinitely. If the mass flow rate is further increased the level
of propellant utilization saturates, and the discharge “extinguishes”. Increases in mass flow rate
decrease the electron temperature. Whenever a further increase leads to Te < Eion, ionization is
seriously hindered and the level of plasma density starts to saturate. Overall, in terms of ionization
and propellant utilization we can conclude case M0 is the least efficient amongst all operation points
and cases M2 and RED exhibit similar performances.

6.2.4 Acceleration

The expanding electrons create a quasi-static electric field ϕ in the plasma that accelerates the
ions downstream, which due to their high mass, are essentially demagnetized. The electrostatic
field −∇ϕ couples the motion of ions and electrons, and plays a crucial role in the dynamics of
both species.

Figure 6.12 shows the effect of increasing mass flow rate on the map of electrostatic potential
(note the different color scale of each plot). For smaller mass flow rates we note that the axial
potential drop is higher, given the higher characteristic electron temperature of the discharge.
Likewise, Figure 6.13 shows the evolution of the plasma potential maps with increasing input
power, from left to right. We note that for increasing input power, the maximum potential drop
in the domain is increased, as a result again of the increase of electron temperature.

(a) (b) (c)

Figure 6.12: Electrostatic potential of (a) M0, (b) RED, and (c) M2 cases.
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(a) (b)

Figure 6.14: Effect of mass flow rate on (a) the axial and (b) the radial evolution of electrostatic
potential. Axial values are normalized taking the backplate as reference, being T ∗

e 9.6, 7.9, and 5.1
eV for cases M0, RED and M2, respectively. Radial potential takes as reference the potential at the
lateral wall.

(a) (b) (c)

Figure 6.13: Electrostatic potential of (a) P0, (b) RED, and (c) P2 cases.

Figure 6.14a shows the axial evolution of the plasma potential along z (i.e., essentially in the
parallel direction) on the mid-radius of the thruster chamber normalized with a reference potential
and electron temperature, taken as the node indicated by the marker ∗ to facilitate line comparison.
For increasing mass flow rates the effect of the potential is to scale with the electron temperature
almost linearly, as evidenced by the corresponding normalized curves.

Figure 6.14b shows the effect of mass flow rate on the radial evolution of the potential drop,
taking as reference the potential at the lateral wall. Note that for increasing mass flow rate, the
radial evolution of the potential, and thus the radial electric fields are almost unaffected in the bulk
of the plasma. The main difference is the increase in the potential drop at the inner rod surface,
explained by the increase in electron temperature there with decreasing mass flow rate.

Figure 6.15a shows the axial potential drop normalized with the potential and the electron
temperature at the back plate for different input powers. Note that the axial electric field exhib-
ited at case P0 is slightly smaller than for the other two cases, implying a lower normalized ion
acceleration. Figure 6.15b shows the effect of input power on the radial potential fall, taking as
above as reference the potential at the lateral wall. The behavior of the radial electric fields is
again very similar for different input powers. The main differences are that the potential is higher
close to the lateral wall for lower input powers as there the electron temperature is greater, and
the higher radial electric field at the inner rod surface for higher input powers. The latter effect is
again linked to a higher electron temperature near the inner wall, the higher the input power.

The secondary peak of the electric potential close to the lateral-back corner of the thruster
chamber seems to be a robust feature of the discharge, as evidenced in figures 6.12 and 6.13. A
slight difference between case P0 and the other two power cases is that the potential decrease
towards the lateral wall close to the backplate is more evident (see top left corner of Fig. 6.13a).

Having reviewed the effects of both input power and mass flow rate in the electric potential,
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(a) (b)

Figure 6.15: Effect of input power on (a) the axial and (b) the radial evolution of electrostatic
potential. Axial values are normalized taking the backplate as reference, being T ∗

e 5.1, 7.9, and 7.6
eV for cases P0, RED and P2, respectively. Radial potential takes as reference the potential at the
lateral wall.

(a) (b)

Figure 6.16: Plots of the radial evolution of the total local ion Mach number for different (a) mass
flow rates and (b) input powers, respectively, at the plume end. The dashed vertical line indicates
the end radius of the simulated plume.

we can directly deduce the behavior of ion acceleration. The local Mach number of ions Mi at
the downstream boundary, defined as the ratio of the ions velocity with respect to the ion sonic
velocity cs =

√
Te/mi, is shown in Figures 6.16a and 6.16b. The behavior of this variable is

essentially universal for all the simulations shown, as expected. As the kinetic energy gained by
the ions is mostly determined by the axial potential drop, and this is proportional to the electron
temperature, all maps should exhibit similar local Mach numbers for different mass flow rates and
powers. Remarkably, the ion Mach number remains close to 1 near the axis of symmetry. This
could suggest that this region is less accelerated than the periphery, which reaches Mach 3–4.
The reason behind this behavior is still unknown and requires further exploration, but it could be
related to the presence of the inner rod element, whose “shadow” downstream could impact the
plasma acceleration profile.

6.2.5 Propagation and absorption of electromagnetic waves

Both the mass flow rate and the input power, by affecting the equilibrium state of the plasma
transport properties, alter significantly the propagation regimes present in the thruster. This mod-
ifies the paths through which the electromagnetic power flows and reflects and even the resonant
surfaces where these are absorbed.

In the nominal case, the EM power fed through the coaxial line enters an overdense plasma,
regions VI and VII of the CMA diagram following the nomenclature of Stix [27]. The electron
density decreases in the vicinity of the inner rod surface leads to the appearance of regions IV
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and even III (underdense plasma). Contrary to region V (which only supports evanescent fields),
regions IV and III admit propagation of electromagnetic power. Figure 6.17 contains all the
relevant information about wave propagation and absorption as a function of mass flow ratio.
Figures 6.17a, 6.17b and 6.17c show the different regions of electromagnetic wave propagation,
including resonant and cut-off surfaces. Figures 6.17d, 6.17e and 6.17f display the radial wave
electric field. Finally, figures 6.17a, 6.17b and 6.17c present the resulting power absorption maps.
Please note the different color scales of each plot.

Within the range explored in this work, an increasing mass flow rate increases the electron
density in the chamber. This leads to several changes in the propagation of waves in the thruster.
An important effect is the increase in the size of the non-propagation region V. In all three cases,
close to the lateral wall, no electromagnetic wave propagates downstream the ECR region, as region
V dominates there. As a result the power absorption close to the lateral wall is negligible beyond
the ECR region. On the contrary, density is sufficiently low close to the inner rod element of the
thruster to enable wave propagation along a narrow channel in cases M0 and RED, and there is
some field magnitude and power deposition in this region. The effect of increasing mass flow rate
is to further close this channel.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.17: Figures (a), (b) and (c) show the CMA regions in the plasma; (d), (e) and (f) show the
norm of the radial component of the EM wave electric field; (g), (h) and (i) power absorption density
maps. From left to right increasing mass flow rate (M0, RED, and M2). Figures (a)-(c) include
boundary surfaces as cutoffs (i.e. P = 0 (cyan), R = 0 (red), and L = 0 (ocher)) and resonances
(i.e. R = ∞(maroon) and S = 0 (black)). From (d)-(i) the ECR (dashed), the critical density loci
(solid), and the UHR (dash-dotted).
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The radial electric field is largest close to the ECR and UHR resonances, and close to the coaxial
port and the inner rod element in all cases. For the lowest mas flow rate case, M0, the UHR surface
is broken down in two parts: a main bow arc along and across the channel, and a small section
that appears close to the rod tip. There, the radial electric fields intensify again, and also deposit
considerable amount of EM power, as can be noticed in Figure 6.17g.

In the case of high mass flow rate, M2, the UHR surface is pushed farther downstream than in
cases M0 and RED due to the higher plasma density. This effect results in “closing” the propagation
channel to electromagnetic power, so that most electromagnetic power is now deposited just in the
ECR zone. Note however that electromagnetic power still can and indeed does tunnel through the
evanescent region, where some collisional absorption takes place, and reaches the UHR.

Regarding the coupling efficiency ηc, for increasing mass flow rates it decreases from 96.1% to
91.1% and to 80.0%. This is likely a consequence of the increased plasma density that enlarges
the impedance mismatch between the plasma and the coaxial. As a consequence, the amount of
reflected through the coaxial increases.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.18: Figures (a), (b) and (c) show the CMA regions in the plasma; (d), (e) and (f) show
the norm of the radial component of the EM wave electric field; (g), (h) and (i) power absorption
density maps. From left to right increasing input power (P0, RED, and P2). Figures (a)-(c) include
boundary surfaces as cutoffs (i.e. P = 0 (cyan), R = 0 (red), and L = 0 (ocher)) and resonances
(i.e. R = ∞(maroon) and S = 0 (black)). From (d)-(i) the ECR (dashed), the critical density loci
(solid), and the UHR (dash-dotted).

Conversely, Figure 6.18 shows the influence of increasing input power from left to right in. In
this case, the regions of the CMA map are essentially unaffected, and retain their overall shape and
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size. The only noticeable change lies in the growth of the inner region V and a slight variation of
the position of the UHR resonance, but much less significant than for increases in mass flow rate,
linked to the variations in the plasma density. Additionally, the narrow propagation channel close
to the inner rod segment acquires a small sized region of type III, similarly to a decreasing mass
flow rate, but in a more prolonged shape (see Fig. 6.18c). This leads to stronger radial wavefields
in this region a more power being deposited all along region III as can be seen in Figure 6.18i.

Concerning the maximum power density for each case, we note that for increasing input power
the peak absorbed power, typically located at intersection of the inner rod surface with the ECR,
rises from approximately 1.0 to 2.0 to 4.0 GW/m3 (note the different scales of the plots). This is
the main effect of increasing power in the explored range, and is linked to the increase in electron
temperature in the magnetic tube that passes by this peak.

As a result of the lower plasma density encountered at the plasma right after the dielectric
window (i.e. coaxial to thruster chamber transition), for higher input power the coupling efficiency
of the thruster ηc increases from 87.6, to 91.1 and to 91.6 %.

6.2.6 Thruster performances

Table A.1 shows that amongst all the species, the one contributing the most to thrust is the ions
in all simulation cases as expected. For increasing mass flow rate, the ion thrust (i.e. Fi) increases
a 40% from M0 to RED, and only a 6% from RED to M2. This trend can also be seen also in the
energy efficiency which also saturates around ṁ of 0.2-0.25 mg/s. This implies that case REF is
close to a local optimal in the performance of this thruster. Regarding the effect of input power
on the thrust, we notice that Fi increases a 65% from P0 to RED, and a 15% from RED to P2,
also denoting some saturation.

As discussed in §5.3.4 we define the propellant utilization efficiency ηu = ṁi∞/ṁ as the ratio
of ions leaving the domain through the plume boundaries, ṁi∞ = mi

∫
Σp
ni1ui · dS, with respect

to the input propellant mass flow rate, ṁ. In table A.1 one can find the values of ηu for the three
different cases of mass flow rate (i.e. M0, RED and M2). The variation of the propellant utilization
efficiency with mass flow rate does not exhibit a monotonic behavior, suggesting the existence of
an optimum. This is due to the interplay between ionization and wall losses. An increase in mass
flow rate generally leads to an increase in neutral density, increasing the amount of neutrals being
ionized, increasing the amount of energy used for ionization which is extracted from the internal
energy of electrons. Eventually, too much mass flow rate reduces the electron temperature, and
ionization source rates drop. Despite an increase in mass flow leads to an enhancement of ionization
initially, when the electron temperature starts to decrease below the ionization temperature, the
propellant utilization saturates and even decreases. After this point of operation further increase
in mass flow rate would significantly reduce the propellant utilization of the discharge.

Regarding the effects on input power on ηu, we note that increasing input power results overall
in an increase of ηu. It is noted that the power fraction spent in ionization ϵion decreases with
input power, while the wall losses ϵwall increase at least in the explored range. The utilization
efficiency is expected to saturate with input power at some point.

The specific impulse Isp is a crucial figure of merit in the analysis of the performance of a
thruster. Thruster designs with high Isp are capable of both accomplishing missions with higher
∆v requirement and reducing the propellant consumption for a specific mission, but result in lower
thrust for the same input power and thrust efficiency. The specific impulse of electric propulsion
devices is seen to scale roughly with the amount of energy provided to the propellant per unit mass,
following I2sp ∝ Pa/ṁ, being Pa the power absorbed. Figure 6.19a shows the correlation between
the specific impulse of the coaxial ECRT model presented here and the ratio of mass flow rate and
available power, using as the latter the absorbed power (i.e. Pa). A linear regression shows a fit
with goodness R = 0.9181.
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(a) (b) (c)

Figure 6.19: (a) and (b) show the specific impulse with respect to the square root of the ratio
absorbed and plume power, respectively. Figure (c) shows the power ratio lost to the walls as a
function of the square root of the ratio absorbed.

A more accurate description is obtained by plotting Isp versus the plume power (Pp = Paηe) per
unit mass. Since part of the absorbed power by the thruster is spent in losses such as ionization,
excitation, and wall losses, Pp represents the amount of actually useful power for propulsion. Table
A.1 shows that the amount of power used for energizing the particles in the plume (i.e. ηe) is not
constant for different mass flow rates or input powers. Thus, I2sp ∝ Pp/ṁ is a better description
of the behavior of the specific impulse, with R = 0.983. Nevertheless, although the use of Pp
for this regression is far more reliable, it can be rather difficult to estimate this power amount in
a laboratory. Therefore, the law shown in Fig. 6.19a can be useful for a first approximation to
estimate the specific impulse of the coaxial ECRT.

Lastly, figure 6.19c shows the wall losses exhibited for different mass flow rates and input
powers. As can be noticed, they roughly scale with

√
Pa/ṁ with a linear regression coefficient of

R = 0.9625, which is a representative of the energy per particle. The energy per particle is directly
related to the temperature and it is found to drive the temperature maximum, and as a result the
wall losses, mainly driven by SEE emission.

(a) (b)

Figure 6.20: Map of efficiencies and energy use for the cases shown in the parametric investigation of
input power and mass flow rate. For the sake of comparison, in (a) we show cases A and B (magenta),
which are two operational points from the experimental investigation reported in Ref. [12].

Figures 6.20a and 6.20b show the variation of the different thruster efficiencies with the ratio
of mass flow rate to absorbed power. In Fig. 6.20a we show two operational points measured
in an experimental campaign reported in Ref. [12]. Comparing the experimental values with
the estimated values obtained in this investigation we note that cases M0 and A denote fairly
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comparable performances in overall thruster, utilization, energy and divergence efficiencies, for
similar operational points. However the simulations overestimate the utilization efficiency. Note
that the experimental cases provide no information about their conversion efficiencies.

We note that case B exhibits a significant decrease in performance with the ratio ṁ/Pa which
is not estimated by the envelop of cases run in this investigation. This suggests either an overesti-
mation of the optimal ratio ṁ/Pa for the coaxial ECRT model presented here with respect to the
experimental thruster or a flawed experimental measurement.

Focusing on the simulation results, we note that only the energy efficiency and the utilization
efficiency follow a trend with this ratio, the former increasing and the latter decreasing with
it, similarly to the measurements given in Ref. [12]. The overall thruster efficiency exhibits a
maximum relatively close to the nominal case.

Concerning the energy use, and as mentioned before, the energy lost to the wall decreases with
the amount of mass flow rate per unit absorbed power. Furthermore, both ionization, excitation
and energy ratios increase with increasing ṁ/Pa. However, the curves saturate at values between
case M2 P0, where no significant changes can be noticed. This implies that there is an optimum
in power input in this type of thruster and it is slightly to higher mass flow rates and lower
input powers than the nominal operation point. Beyond that point, increasing the input power or
reducing mass flow rate would result in larger wall losses, and more inefficient operation.

6.3 Effects of ECR location

The operation of the ECRT relies in the electromagnetic power deposition that takes place
mainly in the ECR region. As was seen in chapter 5 and in section §6.2.5, the propagation and
absorption of the wavefields in the plasma are determined by the plasma variables which, together
with the magnetic properties, define the CMA regions. Understanding of the variables driving the
appearance and switch between regions allows to predict not only the propagation but also the
absorption of electromagnetic power based on plasma variables. In this section, an investigation
on the influence of the location of the ECR region is carried out. Using the reduced nominal case
(i.e. RED) as reference, we have scaled down and up the strength of the applied magnetic field B0

to displace the ECR in the original device.

Figure 6.21: Resonance locations analyzed in the study. The applied magnetic field intensity of
the reference case is shown in the colorbar. The contour lines represent the three ECR locations
investigated: red (RED), cyan (ECR0) and magenta (ECR2).

This section shows cases for two alternative locations of the ECR region to the nominal:

• ECR0: decrease the applied magnetic field intensity by a 20%, thus moving the ECR upstream
and outside of the discharge chamber. In this case we have forced the thruster to operate
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without ECR to check whether its operation is feasible and to understand the mechanisms
of power deposition in this case.

• ECR2: increase the magnetic field intensity by a 25%. This case enables studying the effects
of moving the ECR region further downstream.

Figure 6.21 shows the location of the ECR regions for the two alternative cases and the nominal
case, representing in the background color the nominal applied magnetic field. The different ECR
locations investigated are shown in Fig. 6.21, being the cyan curve that for case ECR0, the
red curve for the nomninal case (RED) and the magenta that of case ECR2. As the excitation
frequency is fixed, Bres = 875 G for all cases, modification of the magnetic field intensity results in
displacement of the ECR location upstream (ECR0) or downstream (ECR2). This also affects the
charged particles magnetization level, and thus the transport coefficients vary among simulations.
Notwithstanding this, the main change in the plasma response is due to the effect of the shift in
the ECR position on both wave propagation and absorption.

6.3.1 Propagation and absorption of electromagnetic waves

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.22: Figures (a), (b) and (c) show the CMA regions in the plasma; (d), (e) and (f) show the
Poynting vector magnitude and direction and (g), (h) and (i) the corresponding power absorption
density maps. From left to right, we show cases ECR0, RED, and ECR2. Figures (a)-(c) include
boundary surfaces as cutoffs (i.e. P = 0 (cyan), R = 0 (red), and L = 0 (ocher)) and resonances
(i.e. R = ∞(maroon) and S = 0 (black)). From (d)-(i) the ECR (dashed), the critical density loci
(solid), and the UHR (dash-dotted).
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Figure 6.22 shows that the results for the propagation and absorption of electromagnetic waves
in the coaxial ECRT with variations in the applied magnetic field intensity.

6.3.1.1 CMA regions

Varying the magnetic field strength in the domain affects the dielectric tensor κ of the plasma,
which modifies its wave propagation and absorption properties. This is evidenced in the new CMA
regions diagrams, presented in figures 6.22a, 6.22b and 6.22c. As detailed in section §6.2.5, the
CMA regions diagram is a fundamental tool to understand both the paths of propagation and
absorption of power in an electromagnetic thruster with a variety of cutoffs and resonances in its
domain, as it is the case for ECRTs.

The ECR surface is not present inside the plasma domain in simulation ECR0. The wave power
first enters the discharge chamber through regions of type III, IV and V. The type V region is a
non-propagating region with evanescent fields. The absence of a principal resonance means that
the wave power can only be reflected back to the coaxial cable, be weakly absorbed by electron
collisionality, or be propagated further downstream to the UHR surface (S = 0).

The CMA regions diagram of simulation ECR2 is qualitatively similar to that of the reference
simulation RED. It features a larger propagating region before the resonance, and still has a
propagating channel close to the inner rod element of the thruster that can deliver power to the
downstream UHR resonance region.

Comparing the three diagrams we note the resemblance between case RED. Only five regions
(I-V) are present in case ECR0, as the plasma is always below line R = ∞ in the CMA parametric
plane [27]. This leads to significant changes in the propagation of waves through the plasma and
the regions of power deposition. As will be explained in §6.3.2.1, the plasma density decreases
considerably faster towards the lateral wall for case ECR0. Such is the decrease in plasma density
that even regions II and I are able to access and extend along the vicinity of the lateral wall. This
allows the propagation of electromagnetic waves all along.

However, the three cases exhibit the narrow propagation channel of of low density plasma close
inner rod and the dielectric window. In cases RED and ECR2, the power accesses through regions
VI, VII and VIII while in case ECR0 it does it through regions III and IV.

6.3.1.2 Poynting flux vector

In order to further analyze the EM wave propagation within the thruster, the Poynting vector
becomes a useful tool, as it represents the flux of EM energy through the domain. Note that
this represents the net flow of (resistive) power in steady state conditions, including any reflected
power.

Figures 6.22d, 6.22e and 6.22f show the Poynting flux magnitude in the colorbar and the direction
in arrows. These figures detail the different paths of propagation of the electromagnetic power
through the thruster for different ECR locations. In all cases the power accesses through the
coaxial cable, where Poynting intensity is largest. From this point on, the EM power flows mainly
close to the inner rod surface. It propagates through region III in case ECR0 and through regions
VI and VII in cases RED and ECR2, crossing the ECR region and continuing flowing along region
III.

In cases RED and ECR2, the majority of the electromagnetic power flows into the regions
upstream the ECR location and is absorbed there. This is denoted by the significant decrease in
Poynting vector amplitude after crossing the ECR region. The Poynting vector bends and becomes
essentially parallel to the ECR surface. This is also true near the UHR resonance.

Case ECR0, on the other hand, lacks the ECR and behaves differently. In absence of ECR, the
power flows freely through region III, only limited by the L = 0 cut-off (interface between regions
IV and V) and the UHR resonance. In this case it is the UHR that absorbs much of the power.
In the nominal case RED, the coaxial ECRT allows the EM power to flow into the plasma and
spread over most radii upstream the ECR. In case ECR0 we note that this is not the case and the
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power is forced to flow in region III which can be understood as a layer around the plasma core.
In this case the power cannot penetrate the denser plasma.

Additionally, in case ECR0, the electromagnetic energy is capable of tunneling through region V
close to the back plate. This is motivated by the presence of collisions in the dielectric tensor, which
makes the decay factor of the waves finite and allows waves to propagate through the evanescent
region V.

6.3.1.3 Power absorption density

In cases RED and ECR2 and in agreement with the behavior of the Poynting flux vector,
the power absorption is concentrated at the location of the ECR, featuring its maximum at the
intersection between the ECR surface and the inner rod surface. Additionally, in both cases, some
power is still absorbed along region III close to the inner rod surface, and also a small amount
out of the thruster chamber, at the UHR location. The power absorption beyond the UHR is
negligible.

In case ECR0, the absence of the ECR region forces the power to be absorbed in the other two
regions mentioned for cases RED and ECR2. Note that since region III occupies more domain, the
maximum power absorption density decreases almost an order of magnitude with respect to cases
RED and ECR2. Note also the different color scale for the power absorption plot of this case.

Comparing the three different scenarios we note that the coupling efficiency of case ECR2 is
enhanced with respect to case RED, increasing from a 91.1% to a 98.2 %. However, case ECR0
exhibits a strong reflection and slow coupling efficiency, in this case of 18.1%, resulting in only
5.42 W of absorbed power. This indicates that the presence of the ECR is essential for an efficient
power coupling with the plasma in the thruster.

6.3.1.4 EM wave electric fields

Figure 6.23 shows the radial and axial components of the EM wave electric field in the thruster
for different ECR locations, being from left to right, cases ECR0, RED and ECR2. The complex
phase of each component is also shown.

In order of importance, the EM wave fields present in the coaxial ECR thruster are fundamen-
tally radial and then axial, with some marginal azimuthal electric fields The latter component has
been omitted from the report since its magnitude was 2 o 3 orders of magnitude smaller than the
other two.

Comparing cases RED and ECR2 we note that there is significant similarity between the two,
in the shapes of the fields both in amplitude and phase. Prior to the ECR most of the electric
fields propagate close to the inner rod surface in the form of radial electric fields. Additionally,
part of the electromagnetic fields propagate from the dielectric window to the lateral wall, right
upstream the ECR location, for both cases. Downstream the ECR location, the fields propagate
with a dominant radial component, through region III of the CMA diagram, and continue to do
so through this region. Regarding the phase of the radial electric fields, we note that in the region
close to the inner rod surface, the radial electric fields shares the same phase. Furthermore, the
UHR region forces a sudden change in the phase, as can be seen in both figs/Parametric. 6.23e and
6.23f. Prior to the ECR location, the phase of the radial electric fields experiences a sudden change
at the location of the filament of fields connecting the dielectric window with the outer lateral wall.
Concerning case ECR0, we note that the radial electric fields vary significantly with respect to the
other two cases. The complex amplitude of the electric fields is intensified by more than an order
of magnitude with respect to cases RED and ECR2. Notwithstanding, the fundamental electric
fields are still radial, with some axial component, and they extend all along region III and vanish
propagating into the plasma core (i.e. region V), similarly to cases RED and ECR2.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 6.23: Influence of ECR location on the principal EM wave electric field components; (a)-
(c)radial electric field norm and (d)-(f) respective phases, (g)-(i) axial electric field norm and (j)-(l)
respective phases. Figures from left to right represent cases ECR0, RED, and ECR2. Boundary
surfaces shown represented are the ECR (dashed), the critical density loci (solid), and the UHR
(dash-dotted).

Regarding the phase of axial wave electric fields, we note that the three cases exhibit a fast
frequency wavelike pattern in those fields populating region III. The fundamental nature of this
fast frequency oscillations has been reported in other works close to the resonance S = 0 [88, 126]
and will require further investigation. In Ref. [59] we showed that a local refinement applied on the
region exhibiting this high frequency oscillations, not only reduced the oscillations but also showed
that these arise in the vicinity of region S = 0. With increasing mesh refinement, the oscillations
would localize in region III closer to the UHR and would propagate less into regions III and IV.
This, however, was seen not to affect the power deposition maps.



CHAPTER 6. PARAMETRIC INVESTIGATION OF ECR30 OPERATION AND DESIGN 115

Close to the inner rod surface, case ECR0 shows a coherent propagating axial wave, performing
several cycles (red to red), from the dielectric window to the end of the inner rod. The presence
of wave cycles is indicative of the presence of short wavelength waves. This is not seen in general
in most of the device, where the characteristic wavelength is generally larger than the device size.

6.3.2 Neutral and plasma transport

The effect of varying the applied magnetic field strength is mainly to modify the EM power
propagation and absorption map. This, however, also has an influence on the transport properties.
Firstly, due to the modified power absorption map itself; secondly, due to the variation in the
perpendicular transport coefficients that depend on the magnetic field strength.

6.3.2.1 Neutral and plasma density

Figures 6.24a and 6.24b show the radial evolution of the neutral and plasma density profiles
along the radial section z = 0.5 (see Fig. 6.1a). Comparing the neutral densities of the three cases
we note that the neutral density maps of case RED and ECR2 hold strong resemblance. This
map was already discussed in previous sections. However, the neutral density of case ECR0 is
significantly higher. This is mainly motivated by the lower ionization due to the lower electron
temperature. The lack of ECR in the ECR0 case forces the EM power deposition out of the neutral
core so that most power is absorbed both at the top and bottom corners of the thruster. Moreover,
since close to the inner rod surface the power absorption is decreased by an order of magnitude,
we note a significant increase of neutral density there for case ECR0.

The differences between cases RED and ECR2 in the both plasma and neutral density are mainly
located close to the lateral wall, where both the plasma and neutral density are decreased in ECR2.
This could partially be a result of the increased magnetization exhibited in the thruster for case
ECR2 with respect to case RED, which limits perpendicular transport away from the plasma core,
thus decreasing the plasma density there. As a consequence, the electric potential rises limiting
the flux of ions to the dielectric wall to fulfill the condition of zero local net current density. This
also decreases the amount of neutrals emitted by the lateral wall by ion-wall recombination.

(a) (b)

Figure 6.24: Effect of the ECR location on the radial profiles along PIC-mesh nodes located at
z = 0.5 cm of (a) the neutral density and (b) electron density. Dashed lines represent the minimum
and maximum radius of the thruster chamber.
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(a) (b) (c)

Figure 6.25: Electron density of (a) ECR0, (b) RED, and (c) ECR2 cases.

Figure 6.25 shows the different plasma density maps obtained for different ECR locations, being
cases ECR0 (left), RED (center) and ECR2 (right). Case ECR0 exhibits a maximum plasma
density of the order of 3.3× 1017 m−3 while the other two achieve maxima of approximately 1018

m−3. As can be seen comparing figures 6.25a, 6.25b and 6.25c, the plasma density decrease that
occurs close to the lateral wall is accentuated in case ECR0. Contrary to cases RED and ECR2,
case ECR0 presents some significant power absorption close to the lateral wall. Since the electron
pressure has to decrease towards the wall, and the electron temperature is increased there due to
the higher power absorption, the plasma density decreases faster towards the lateral wall.

6.3.2.2 Electron temperature and plasma potential

(a) (b) (c)

Figure 6.26: Figures (a), (b) and (c) show the electron temperature maps, for different locations of
the ECR. From left to right we show cases ECR0, RED and ECR2.

The electron temperature is mainly determined by the power absorption, ionization and exci-
tation losses, and fluxes to the walls. In the ECRT, for the level of magnetization, perpendicular
electron transport is limited. As a result, the increase of the power absorption in certain regions
generates a significant rise of internal energy in the magnetic tubes corresponding to higher ab-
sorption. The parallel heat conductivity is much higher than the perpendicular conductivity, and
electrons remain isothermal along magnetic field lines. Comparing the electron temperature with
the power absorption maps shown respectively in figures 6.26 and 6.22, we note this correlation
between the locations of maximum power absorption and the regions of maximum temperature.

Figure 6.27a shows the radial evolution the electron temperature for the three alternative ECR
locations at section z = 0.5 of the thruster chamber (see Fig. 6.1a). Both cases RED and ECR2
show that for a location downstream the backplate, the highly focused power absorption at the
ECR close to the inner rod surface induces a dominant peak of temperature near it. However the
power absorption decays moving to higher radius for both cases until for case ECR2 suffers a subtle
rise close to the lateral wall, which is related with the small local peak of electron temperature
close to the lateral wall for case ECR2 with respect to case RED that has no maximum.
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(a) (b)

Figure 6.27: Effect of resonance location on the radial profiles along PIC-mesh nodes located at
z = 0.5 cm of (a) the electron temperature and (b) plasma potential. Plasma potential is shown
taking as reference the potential at the lateral wall. Dashed lines represent the minimum and
maximum radius of the thruster chamber.

The electron temperature of case ECR0 behaves differently, fundamentally driven by the signif-
icant changes experienced in the power absorption maps. Since the plasma densities exhibited in
region III are of the same order, and there in case ECR0 the power absorption density achieves
similar levels of power absorption, and both regions have similar axial extension, we can deduce
that there will be two peaks in electron temperature radially of more less the same order, being the
one close to the inner rod surface coarser as this region populates more magnetic field lines. This
can be verified looking at Fig. 6.27a. Note that the second peak close to the lateral wall occurs in
the magnetically-isolated corner of the discharge chamber, and that the temperature there exceeds
the ionization energy threshold of Xenon.

Figure 6.27b shows the radial evolution along section z = 0.5 cm of the plasma potential,
taking as reference the value at the lateral wall. Firstly, both cases RED and ECR2 again hold a
high resemblance. The radial electric fields inside the thruster chamber are barely affected except
that the electric field at case ECR2 shows a secondary peak in the electric potential before the
lateral wall. The location of the maximum potential, similarly to the location of the maximum
temperature are located at the same radius, and the radial electric field to the inner wall surface
remains essentially unchanged. On the other hand, the behavior of case ECR0 is again completely
different. A significant radial electric field appears towards the lateral wall for case ECR0 and
the electric potential remains flat until close to the inner rod surface, where the electric field is
much smaller than that for cases RED and ECR2 there. This can be a result of the difference in
the gradients of temperature between simulations both close to the lateral wall and the inner rod
surface.

Figure 6.28 shows the changes in plasma potential maps and the corresponding electrostatic
field, with variations in the location ECR zone. Similarly to what was explained in §6.2.2, the
potential drop in the axial direction is directly correlated with the electron temperature of the
discharge. This can be noticed looking at the maximum values of the potential and that of the
temperature for both cases. The former is approximately 25, 43, and 44 V and the latter 25, 44
and 51 eV, for cases ECR0, RED and ECR2, respectively.

The three simulations exhibit radial electric fields towards the inner wall surface, of the order of
approximately 1, 5 and 7× 104 V/m. Additionally the direction of the electric field at the lateral
wall (before the plasma sheath) changes from case to case, pointing away from the wall in case
RED, and to the wall slightly for case ECR2 and significantly for case ECR0. This will strongly
affect the velocity of ions to the walls for the different cases, revisited in §6.3.2.3. Additionally,
all cases experience a minimum electric field at an intermediate location. Furthermore, the radial
component of the electric field is clearly positive for case ECR0 whilst for cases RED and ECR2
is slightly negative.
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(a) (b) (c)

(d) (e) (f)

Figure 6.28: Figures (a), (b) and (c) show the plasma potential and (d), (e) and (f) the corresponding
electrostatic field, for different locations of the ECR. From left to right we show cases ECR0, RED
and ECR2.

6.3.2.3 Ion velocity

As ions are essentially unmagnetized their acceleration can be explained by the shape of the
electric fields, shown in figs/Parametric. 6.28d, 6.28e and 6.28f. Figure 6.29 shows the variations
in the velocity of ions with the variation of the ECR location. As detailed in §6.3.2.2, for case
ECR0, the electric field close to the thruster walls, points towards each of them. As a result, ions
accelerate, increasing their impact energy when reaching the walls. This is not the case for the
lateral wall for cases RED and ECR2, where the electric field is negligible and in often points away
from the wall before the sheath begins.

Regarding the acceleration of ions, we note that in case ECR0 it is much smaller than cases
RED and ECR2. In fact, we can compute the local ion Mach number at the end of the simulated
plume. This is shown in figure 6.30.

(a) (b) (c)

Figure 6.29: Figures (a), (b) and (c) show the velocity of ions for different locations of the ECR.
From left to right we show cases ECR0, RED and ECR2.



CHAPTER 6. PARAMETRIC INVESTIGATION OF ECR30 OPERATION AND DESIGN 119

Figure 6.30: Effect of resonance location on the radial profiles of local ion Mach number at the end
of the simulated plume. The dashed line represents the end radius of the simulated plume.

In this case we note that for case ECR0 the acceleration of ions drops significantly with respect
to the other two. The acceleration obtained at the axis is rather inefficient, as there the velocity
of ions is small and the electron population exhibits a considerably higher electron temperature at
the axis. However, comparing cases RED and ECR2 we note no effective difference in terms ion
Mach number.

6.3.2.4 Ionization rate

Figure 6.31 shows the influence of the ECR location in the ionization source rate. The results
are consistent with those of the other variables, showing higher resemblance between cases RED
and ECR2. The main difference between them is the region close to the lateral wall, where the
ionization source rate increases significantly for case ECR2 (see Fig. 6.31c) with respect to case
RED (see Fig. 6.31b). This is motivated by the higher electron temperature there (yellow curve
in Fig. 6.27a). Although the difference is subtle, as the electron temperature there is below the
ionization efficiency, the growth of ionization is exponential, so that in this region, case ECR2
presents an order of magnitude increase in Sion.

Case ECR0 shows a significant rise in this region as well, coherent with the electron temperature
peak exhibited prior to the lateral wall (see red curve in Fig. 6.27a). In general we note that case
ECR0 ionization source rate is more homogeneous than the cases with ECR inside the thruster
chamber. Notwithstanding, the ionization source rate is one order of magnitude smaller given the
smaller overall electron temperature in the discharge of case ECR0 motivated by the lower amount
of power absorbed by the plasma (5.42 against 27.3 and 29.5 for the other two). As the average
electron temperature is below the ionization energy, the effects of ion wall recombination in the
ionization source rate are more evident than for the other two cases (see Fig. 6.31a).

(a) (b) (c)

Figure 6.31: Figures (a), (b) and (c) show the ionization source rates for different locations of the
ECR. From left to right we show cases ECR0, RED and ECR2.
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6.3.3 Thruster performances and energy usage

Figure 6.32 shows the influence of the ECR location in both the thruster performances and the
usage of the EM power absorbed by the electron population.

(a) (b) (c)

Figure 6.32: Maps of (a) specific impulse, (b) thruster efficiencies and (c) energy use, including cases
of the parametric input power and mass flow rate. Cases with modified ECR location are highlighted.

Overall, displacing the ECR further downstream or upstream shows no significant effect in
thruster performances. However some small modifications can be noticed. Both cases show similar
convergence and divergence efficiencies. Notwithstanding that, despite the increase in the utiliza-
tion efficiency for case ECR2 (from 49 to 52%), the decrease in ηe from 22.5 to 19.2% and the
increase in Pa from 27.3 to 29.5 W, results in lower overall thruster efficiency of the thruster,
that decreases from 4.9 to 4.4%. The main motivation in the decrease of ηe is the increase in the
amount of losses to the walls, ϵwall, that is increased with respect to the reference case. This could
be explained by an increased perpendicular transport modeled by both the turbulence-based force
and heat flux, which is proportional to applied magnetic field intensity. Note that the latter is
increased from case RED to ECR2 by a 25%.

Regarding case ECR0, the power reflection is too large, which decreases substantially the ab-
sorbed power (coupling efficiency 18.1% w.r.t the nominal 91.1%). While it is clear that this case
has lower performance, the effect of removing the ECR is less deleterious than would be expected,
reaching a thrust efficiency of 2.7%. The performance of case ECR0 is hindered by a poor utiliza-
tion efficiency which can be a result of such a high ṁ/Pa ratio. Overall, the main inconvenience
of this design is its low coupling efficiency.

6.4 Effects of variations on the injector geometry

In this section we show the effects of varying the injector geometry, as detailed in Table 6.2,
with two alternatives:

� Case INJZ0: we displace the injector to lower radius at the backplate.

� Case INJR: we locate the injector at the lateral wall, close to the backplate, and inject the
mass flow rate radially inwards. In this case we have increased the width of the injector port.

Parameter Name Units REF INJZ0 INJR
zinj Injection surface center z cm 0.0 0.0 0.4
rinj Injection surface center r cm 0.5735 0.35 1.375
tinj Injection surface width cm 0.229 0.229 0.429
ninj Injector surface normal - 1z 1z −1r

Table 6.2: Injector geometrical parameters.
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6.4.1 Neutral and electron density

The injector affects mainly the distribution of neutral atoms inside the chamber. This, in turn,
drives the dynamics of the plasma. The effect of the injector geometry on the neutral density is
shown in Fig. 6.33.

Comparing the resulting stationary neutral density of cases RED and INJZ0, we notice that the
main effect is to modify the radius of maximum nn, following the injector location. The magnitude
of this density is increased as the same mass flow rate is delivered at a lower radius.

Regarding case INJR, shown in Fig. 6.33c, we note that the behavior of nn is completely mod-
ified. In this case, the maximum neutral density decreases (from 5 and 8 ×1019 to approximately
2 ×1019 m−3), provided the greater surface area of the injector now located at the lateral wall.
Additionally, the resulting map of neutral density is much more homogeneous than the other two,
and the average value is significantly higher than what could be expected from the increase in the
injector area. The effect of the radial injector results in increasing the residence time of neutrals
within the chamber. Figure 6.34a

(a) (b) (c)

Figure 6.33: Figures (a), (b) and (c) show the neutral density maps for different injector geometries,
being from left to right cases RED, INJZ0 and INJR.

(a) (b) (c)

Figure 6.34: Effect of injector geometry on the neutral and electron densities. Figures (a) and (b)
show the radial profiles of neutrals and electron density along PIC-mesh nodes located at z = 0.5
cm. Figure (c) shows the axial evolution of electron density along the line of PIC-mesh nodes located
at radius r = 0.745 cm. Dashed lines in (a) and (b) represent the minimum and maximum radius of
the thruster chamber.

In order to better appreciate the details inside the thruster chamber, in figure 6.34 we show the
effect of the injector geometry in the radial profile of the neutral density at z = 0.5 cm. In fact, we
notice that the average neutral density is much greater for case INJR than that of the other two
cases, and that for case INJZ0, the density of neutrals is increased towards the inner rod surface
with respect to case RED. Additionally we can notice the homogeneity previously mentioned for
case INJR. And in all cases we note the effects of ion-wall recombination at the walls, being the
effect the most significant for case INJR and the least for INJZ0.
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(a) (b) (c)

Figure 6.35: Figures (a), (b) and (c) show the ionization source rate for different injector geometries,
being from left to right cases RED, INJZ0 and INJR.

Figures 6.34b and 6.34c show the influence of injector geometry in the radial (i.e. at Z = 0.5
cm) and axial (i.e. at r = 0.745 cm) evolution of electron density. We note that amongst all
the parametric studies in this report, the injector location induces the most significant changes in
electron density. Overall we note that the level of electron density achieved in case INJR is much
greater than for the other two cases, being the lowest that of the nominal injection. The effect of
moving the injector to lower radius along the backplate results in displacing the radius where the
peak electron density is located in that same direction, reaching much greater electron densities
close to the inner rod surface (from approximately 0.8 to 2 ×1017 m−3).

Regarding the axial profiles, we note that the peak electron density achieved with radial injection
exceeds the other two cases. Furthermore we note that the expansion of the electron in the axial
direction is the strongest for case RED, then for INJR and the least for case INJZ0.

Figure 6.35c shows the effects of injector location in the ionization source rate. Ionization is
strongly affected by the density of neutrals. Together with the more homogeneous character of
the electron temperature, results in the homogeneous ionization source rate featured by case INJR
(see Fig. 6.35c). Note that in this case the peak is not located right at the injector port but at
the inner rod surface, and it features a lower gradient. The maximum ionization source rate varies
in magnitude from case to case, being 2, 6 and 1× 1024 m−3s−1 for cases RED, INJZ0 and INJR,
respectively.

6.4.2 Electron pressure

(a) (b)

Figure 6.36: (a) and (b) show the radial and axial evolution of electron pressure and for variation
on the injector geometry. Radial and axial evolution correspond to PIC-mesh nodes located that
Z = 0.5 cm and r = 0.745 cm, respectively. Dashed lines represent the minimum and maximum
radius of the thruster chamber.
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(a) (b) (c)

Figure 6.37: Effect of injector geometry on the electron temperature and plasma potential. Figures
(a) and (b) show radial profiles along PIC-mesh nodes located at z = 0.5 cm of both the electron
temperature and the electric potential, the latter taking as reference the value at the lateral wall.
Figure (c) shows the axial evolution of plasma potential along the line of PIC-mesh nodes located
at radius r = 0.745 cm, taking as reference the values at the backplate. Note that T ∗

e is 7.9, 5.6
and 6.2 eV for cases RED, INJZ0 and INJR, respectively. Dashed lines in (a) and (b) represent the
minimum and maximum radius of the thruster chamber.

Figure 6.36 shows the influence of injector location in the radial and axial profiles of the electron
pressure. Both axial and radial profiles show that the overall level of pressure achieved in case
INJR exceeds the other two, Comparing radial profiles we note that the pressure peak is moved
towards the inner rod surface in both INJZ0 and INJR cases with respect to the location at the
nominal case.

Additionally, we can notice that the stationary electron pressure close to the inner rod surface
is much greater for the case with radial injection than for the other two.

Regarding the axial evolution, we note that the peak pressure axial location is rather similar
for all cases. Nevertheless, the axial electron pressure drop is the highest for case INJR, which is
coherent to the behavior shown in electron density.

6.4.3 Electron temperature and plasma potential

Figure 6.37 shows the effect of injector geometry in the electron temperature and plasma po-
tential. Regarding the radial profile of the electron temperature, we note that the maximum
temperature is achieved close to the inner rod surface for all the cases but that its magnitude
is doubled for case RED with respect to the other two. Additionally case INJR exhibits a more
homogeneous electron temperature than the other two close to this maximum. Moreover, all cases
evolve similarly towards the lateral wall, reaching approximately the same Te there.

Regarding the quasi-static electric potential, and similarly to what was mentioned in other
parametric studies, its axial drop is proportional to the electron temperature (see Fig. 6.37c),
which is not the case to the the radial profile. Regarding the axial evolution we note that the
potential drop is slightly greater than for the other two (in normalized values). In the case radial
fields (see Fig. 6.37b) we note that there are significant changes between the cases. Although the
electric field points towards the inner rod surface in all cases, there is a significant variation in
their magnitude. This can be explained due to the differences in the electron temperature and
density obtained. Figure 6.36a showed the radial profiles of electron pressure, in which we showed
that the electron pressure drop towards the inner wall is greater than for the other two cases.

Close to the inner rod surface, electron pressure and electrostatic forces balance each other. As
the temperature drop is much greater for case RED than for the other two, and the pressure drop is
much greater for this case the electron density has to decrease faster towards the inner rod surface.
However, in order to fulfill electron momentum balance, the increased electron pressure force has to
be compensated with an increased electrostatic force. As the electron density decreases, the electric
potential needs to drop significantly more for case RED than for the other two. Notwithstanding
this difference, the radial electric fields are mild in the core of the thruster, and evolve similarly
towards the lateral wall.
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6.4.4 Ion acceleration

Figure 6.38: Effect of injector geometry in the radial profiles at the end section of the simulated
plume. The dashed line represents the end radius of the simulated plume.

In order to compare ion velocities of the different injector geometries, figure 6.38 shows the
radial profiles at the end of the simulated plume (i.e. PIC-mesh nodes z = 4 cm) of the local ion
Mach number Mi.

Comparing the three simulations we note that the ion Mach number obtained for cases INJR
and INJZ0, these are improved with respect to the nominal case, specially close to the symmetry
axis, but also in the entire plume section. This typically indicates an improved thruster efficiency
with respect to the nominal case, being the case with radial injection slightly more optimal.

6.4.5 Propagation and absorption of electromagnetic waves

As a consequence of the different plasma density map, injector location has also an effect in the
electromagnetic propagation and absorption properties of the plasma, since it modifies significantly
the electron density and collisionality. Figure 6.39 shows the influence of injector propagation in
the CMA regions in the plasma, the Poynting vector and the power absorption density maps.

6.4.5.1 CMA regions

Given the enhanced electron densities featured by cases INJZ0 and INJR with respect to case
RED, their corresponding CMA diagrams, shown in figures 6.39b and 6.39c, exhibit no propagating
channel close to the inner rod surface. This is a major change in the topology of wave propagation.
Upstream the ECR, this leads to the absence of regions VI and VII close to the inner rod surface in
the vicinity of the dielectric window for cases INJZ0 and INJR and downstream the ECR region, it
results in the disappearance of the low density “tube” for EM wave propagation close to the inner
rod. The result is a dominant region V after the resonance until further downstream, extending in
both cases until the end of the simulated plume.

6.4.5.2 EM wave radial electric fields and Poynting vector

As a result of this modification in the plasma density and thus the CMA diagram, the Poynting
vector, shown in figures 6.39h and 6.39i, it cannot flow through that “tube” and its magnitude
decreases rapidly after the ECR location for all the radius for cases INJZ0 and INJR. Consequently,
the EM wave electric fields that are again dominated by its radial component, represented in figures
6.39e and 6.39f, exhibit a significant decrease close to the inner rod for these two cases. Following
the trends described in all the other simulations, these fields intensify again at the propagating
region III in the vicinity of the UHR. Additionally, the intensity of the Poynting flux increases for
these cases in the path that goes from the dielectric window towards the intersection between the
lateral wall and the ECR.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 6.39: Figures (a), (b) and (c) show the CMA regions in the plasma; (d), (e) and (f) show
the dominant component of the EM wave electric fields; (g), (h) and (i) show the Poynting vector
magnitude and direction and (j), (k) and (l) show the corresponding power absorption density maps.
From left to right, we show cases RED, INJZ0, and INJR. Figures (a)-(c) include boundary surfaces
as cutoffs (i.e. P = 0 (cyan), R = 0 (red), and L = 0 (ocher)) and resonances (i.e. R = ∞(maroon)
and S = 0 (black)). From (d)-(l) the ECR (dashed), the critical density loci (solid), and the UHR
(dash-dotted).
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6.4.5.3 Power absorption

The behavior of power absorption density maps are consistent with the evolution of the Poynting
flux vector in the domain. Note that the power absorption takes place in the regions where
the Poynting flux flows through and there is sufficient electron density. Comparing the different
cases, we note that apart for the extension of power absorption close to the inner rod surface
of case RED, absent in cases INJZ0 and INJR, the main difference between the maps is the
enhanced homogeneity obtained in the radial direction along the ECR for case INJR. This may
explain the more homogeneous character of the radial electron temperature profile, shown in §6.4.3.
Notwithstanding this, the profiles of power absorbed density are robust with different injector
geometries, showing high resemblance between all cases with a dominant absorption taking place
at the ECR region.

6.4.6 Thruster performances and energy usage

(a) (b) (c)

Figure 6.40: Maps of (a) specific impulse, (b) thruster efficiencies and (c) energy use as a function
of absorbed power and mass flow rate, including cases of the parametric input power and mass flow
rate. Cases with different injector geometry are highlighted.

Figure 6.40 shows the influence of injector location on (a) the specific impulse, (b) the thruster
efficiencies and (c) the usage of power. The comparison is made with respect to the operational
points of the nominal design discussed in the parametric investigation on mass flow rate and input
power, highlighting in ocher the cases of modified injector geometry. We note that cases M2
and INJZ0 present almost the same ratio of absorbed power to mass flow rate. Comparing these
two cases, there are no significant differences in terms of performances between the two injector
locations, showing the same overall thruster efficiency (i.e. 5.1%) and similar partial efficiencies.
This occurs even despite the fact that case INJZ0 shows a minor improvement in the specific
impulse relative to the power used to accelerate the different species. Overall, case INJZ0 provides
with no significant advantages in terms of performance, as an equivalent operational point of the
nominal design (i.e. M2) provides with similar performances.

However, the case of radial injection is completely different. We note that a modification in
the radial injector leads to improved overall thruster efficiency of a 20% relative to the nominal
case, from 5.1% to 6.2%. This is a result of the improvements obtained with the use of a radial
injection in the energy, utilization, divergence and conversion efficiencies. This improvement can
also be visualized in Fig. 6.40a, where this case shows a significantly higher specific impulse for
the amount of power used for acceleration purposes.

Figure 6.40c shows that for case INJR, the resulting wall losses are significantly decreased, from
a 67.3% of case RED, to a 56.9%. This is a result of enhanced usage of energy, increasing the
ionization and excitation losses and also that provided to accelerate the different species. As a
result we can conclude that radial injection outperforms the axial injection alternatives.
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6.5 Sensitivity analysis on the anomalous transport

Figure 6.41: Effects of anomalous transport coefficient on the electron density and temperature.

A crucial model parameter, as explained in Chapter 5 is the anomalous transport coefficient
αt. In the electron fluid model used, this parameter has a contribution to the electron momentum
equation, often denoted as αtm and also a term contributing to the heat flux equation, denoted
as αtq. In principle, these two parameters are different. However, for the sake of simplifying the
analysis, both parameters are taken to be equal to a single anomalous transport coefficient αt.

Adequate selection of the value of αt is still unascertained to this date, since there is no validated
model capable explaining the anomalous cross-field diffusion featured in magnetized plasma dis-
charges. Therefore, in order to understand the influence of anomalous transport on the estimated
thruster performances and plasma properties, a sensitivity analysis to αt was carried out with
respect to simulation RED for fixed input power and mass flow rate. The analysis is performed
for αt ∈ [0.0025, 0.02] in order to observe the main effects on the solutions. Note that further
details on the influence of the anomalous diffusion coefficient are provided in Chapter 9. Cases
with no anomalous transport resulted in unphysical electron temperatures and therefore have been
disregarded from this study.

In Fig. 6.41 the evolution of the electron density and temperature for increasing anomalous
transport coefficient is shown. In general, the increase in anomalous transport coefficient enhances
cross-field diffusion, increasing perpendicular mass and energy transport and smoothing the per-
pendicular gradients of plasma properties and variables as the electron density and temperature or
the plasma electrostatic potential. As can be seen, the effect on the electron temperature is greater
than that on the electron density in the range investigated. The maximum electron temperature
decreases from 140 eV to 49 eV by increasing αt one order of magnitude. However, the influence of
modifications of the anomalous transport saturated for the maximum electron temperature whilst
some effects in the plasma density could still be identified, as comparing ne of cases αt = 0.01 to
α = 0.02. This suggests that in the regime of the reference simulation, for αt ∼ 10−3, variations
lead to changes fundamentally in terms of Te, while, for αt ∼ 10−2, start to become more evident
in the electron density.

The main results of the sensitivity analysis in terms of thruster performance figures, discharge
temperature and the different contributions to the total energy balance in the thruster are sum-
marized in Tab. 6.3.

In terms of overall thruster performances (overall thruster efficiency, specific impulse, and thrust
produced) the behavior is non-monotonic with αt without exhibiting significant changes. The
increase in plasma density close to the region of maximum power absorption (i.e. close to the
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αt [ - ] 0.0025 0.005 0.01 0.02

Isp [ s ] 386 379 377 385
F [ mN ] 0.7567 0.7425 0.7389 0.7559
Fe [ mN ] 0.3045 0.2497 0.2123 0.1801
Fi [ mN ] 0.4034 0.4433 0.4732 0.5115
Fn [ mN ] 0.0488 0.0494 0.0534 0.0644

Ii,∞ [ A ] 0.0707 0.0734 0.0759 0.0765
Te,max [ eV ] 140.7 101.4 67.7 49.2
Pa [ W ] 29.26 28.84 28.00 27.15

ηF [ - ] 0.0489 0.0478 0.0488 0.0526
ηprod [ - ] 0.6811 0.6210 0.5340 0.4114
ηu [ - ] 0.4813 0.4998 0.5168 0.5207
ηe [ - ] 0.2337 0.2243 0.2162 0.2316
ηd [ - ] 0.8645 0.9098 0.8995 0.8519
ηc [ - ] 0.1598 0.1782 0.2143 0.2549

ϵex [ - ] 0.0250 0.0301 0.0382 0.0505
ϵion [ - ] 0.0400 0.0476 0.0601 0.0820
ϵwall [ - ] 0.7099 0.7060 0.6917 0.6453

Table 6.3: Thruster performances and energy usage distribution for different values of both momen-
tum and heat flux anomalous transport coefficients.

inner rod) has another effect and it is to increase power reflection as the impedance jump between
coaxial and plasma is increased. This leads to an increased reflection ratio, and a slightly lower
absorbed power.

As mentioned before, for higher αt values, the electron temperature is smoother in the perpen-
dicular direction. This leads to a larger volume of electrons with Te > 15.2 eV (i.e. the ionization
energy for singly charged xenon ions). As a consequence, the utilization efficiency of the thruster
is improved. This can be observed also in the power used for ionization (i.e. ϵion).

The increase cross-field transport leads to an increase on the number of ions reaching the walls,
and thus, being recombined. As a result, the production efficiency decreases.

6.6 Concluding remarks

In this chapter the ECRT simulation model shown in chapter 9 has been utilized to analyze the
effects on thruster performance and the plasma discharge of both the thruster operating point and
modifications on thruster design such as the ECR location or the injector geometry. The main
findings regarding neutral and plasma dynamics and EM wave propagation and absorption in the
thruster chamber and the near plume have been discussed.

Regarding the operating point, the energy per particle (Pa/ṁ) is observed to be a key param-
eter driving thruster performance. It determines the temperature of the electrons which affects
considerably the ionization rate, acceleration, but also the wall losses. In [57] two principal factors
were identified in the reference case undermining thruster performance: (i) the large heat losses at
the walls (around 65%) and (ii) the poor utilization values . Out of these factors, both are highly
influenced by the energy per particle, the former being the most limiting for this thruster. Here,
it was shown that the wall losses cannot be decreased by changing the thruster operating point
since these are mainly driven by SEE emission, whose yield saturates almost completely for all the
operating points explored. This occurs as a result of the electron temperature near the wall being
greater or equal than half the crossover energy of the material. This losses result in limitation of
the power used to ionize the propellant, as well as to energize the plasma constituents for efficient
expansion. As a result, the operating point is not capable of improving thruster performances
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as the reference point is close to the optimal operating point of the model. Note that this point
occurs for greater mass flow rates than those found experimentally. Design modifications may be
required for thruster optimization, as the substitution of the wall material by one with a greater
crossover energy, specially at the inner rod and at the backplate. This will lead to decreased SEE
and reduced losses, thus increasing the energy efficiency of the thruster.

Modifications in the operating point resulted only in minor variations in the electromagnetic
propagation and absorption properties of the thruster. The most significant effect found was the
appearance of EM propagation regions III and IV close to the inner rod due to electron density
depletion occuring for high energy per particle cases (i.e. M0 and P2).

Regarding the investigations carried out on the ECR location, two major finding were found.
Firstly, displacing the ECR location downstream would move the principal absorption region down-
stream accordingly, while roughly maintaining the overall thruster performances. Only a 0.5%
absolute decrease in the thrust efficiency is found in case ECR2 with respect to case REF, which is
a result of the anomalous heat transport losses to the walls driven by the rise in applied magnetic
field intensity. Second, that the case ECR0 can still absorb EM power in the vicinity of the UHR,
with a different absorption mechanism and less robust, since the UHR location is determined by
the plasma density (a plasma state dependent variable) contrary to the ECR, which is completely
determined by the applied magnetic field and the excitation frequency. This case results in low
plasma density and meager coupling efficiency of 18.1% with respect to the nominal 91.1% and a
less deleterious than expected 2.7% overall thruster efficiency.

Concerning the propellant injection configuration, it was found that the radial injection alterna-
tive outperformed the axial ones. A 20% relative overall thrust efficiency improvement was found
between both cases. The main factor driving this improvement was found to be the decrease in wall
losses. A more homogeneous neutral density within the chamber caused higher density close to the
absorption region. As a result, the increased neutral density results in enhanced ionization close
to the inner rod, and higher plasma density is found in this region. For a fixed power absorption
profile, this leads to a significant decrease of the electron temperature and thus SEE yield, which
results in decreased wall losses.

The analysis on the anomalous transport coefficient performed for values of αt ∈ [0.0025, 0.02]
showed that at this level of anomalous transport no significant changes can be noticed in the overall
thruster efficiencies. The main effect of increasing αt is to smooth the electron temperature profile,
and decrease the maximum electron temperature obtained in the discharge.





Chapter 7

Alternative propellants

This chapter covers an investigation carried out on the influence of the propellant species utilized
in the operation of the ECR30 thruster. Coupled electromagnetic and plasma transport simulations
obtained utilizing the nominal species (i.e. xenon) are compared to the two other alternative species:
krypton and argon. The contents of this chapter are part of EP2’s contributions to MINOTOR
project.

7.1 Alternative propellant properties

Since the 1980s, electric propulsion (EP) has relied mainly on xenon as propellant for in-flight
applications. While the propellant mass savings are significant, thus decreasing the cost of launch
compared to chemical propulsion, the cost of the required high-purity xenon is too high (currently
around 3 ke/kg). Furthermore, the demand of xenon for in-space applications has increased in
the last 20 years and will continue to increase with the generalization of the use of EP. Altogether
this has led to a significant rise in the price of xenon. This justifies the growing interest in the
investigation of possible replacements.

In Tab. 7.1, we show the different properties of each propellant considered. The alternatives
are listed based on their effect on different domains as thruster performance (e.g. atomic mass,
ionization cross-section), propulsion subsystem performance (e.g. density, critical pressure) and
industrial suitability (e.g. cost, abundance). The toxicity of these three gases is null, and that
makes them all suitable for ground testing. The main motivation leading the extensive use of
xenon in EP lies on its outstanding properties in these different domains. Its high molecular mass
and low ionization energy makes this species an excellent candidate in terms of thruster efficiency.
Furthermore, the propellant is suitable for ambient storage and it is not toxic. Additionally, in the
case of ECRT, it is acceptable that the level of purity of xenon is not as high, thus leading to a
lower cost.

The main competitor to xenon is krypton due to its similar properties regarding thruster per-
formance and its lower cost compared to that of xenon (from 2500e/kg to 500e/kg). However, as
there is no natural krypton source: the extraction is performed by separation from liquid oxygen,
and the cost remains relatively high. Krypton was identified by the MINOTOR consortium as the
alternative propellant of highest interest for the project. Another alternative propellant is argon,
which is expected to provide poorer performances compared to xenon but its abundance makes its
cost almost three orders of magnitude smaller (from 2500e/kg to 4e/kg).

Based on the activities of the MINOTOR project partners (SAFRAN, ONERA), it was decided
by the Consortium that propellants with high chemical activity were undesirable, as it is the case

131



132 7.1. ALTERNATIVE PROPELLANT PROPERTIES

for iodine, air (N2,O2, and derived compounds), etc. Based on the poor performances reported by
other groups [127] on water based ECRTs, water was also eliminated from the list of alternatives.

Consequently, the following candidates are considered as alternative propellants in the present
analysis:

Propellant Molecular mass [ amu ] Ionization energy [ eV ] Scarcity Cost

Xenon (nominal) 131.3 12.1 High High
Krypton 83.3 13.9 Medium Medium
Argon 39.9 15.8 Very low Very low

Table 7.1: List of alternative propellants and their main characteristics.

The simulations shown and discussed in this document take into account the mass/charge ratio
of each propellant for the particles in the PIC algorithm, and the ionization energy and excitation
cost (not shown in the table) in the electron energy equation.

7.1.1 Collisions and interaction rates

There are different types of collisions to take into account when simulating the plasma of a EP
thruster with Particle-in-Cell/fluid hybrid numerical schemes. It is necessary to distinguish between
collisions occurring between electrons and heavy species and between heavy species. Besides intra-
species collisions, we can classify the collisions modeled into:

1. Electron-heavy species collisions

(a) Elastic collision: e+A→ e+A

(b) Coulomb (elastic) collision: e+A+ → e+A+

(c) Ionization: e+A→ e+A+

(d) Excitation: e+A→ e+A∗

2. Heavy species - heavy species collisions

(a) CEX collision: A+A+ → A+ +A

Every collision has an associated cross-section σ. The data for these σ can be found by quantum
mechanics computations and/or experiments, and are recorded in existing data collections and
databases as LXCAT1 or published articles as ‘Atomic Data and Nuclear Data Tables’ and ‘Journal
of Physical and Chemical Reference Data’. In the present work, the cross section information for
the above propellants from LXCAT has been used.

Whilst for PIC models we can use directly the values of σ, for fluid models we need to compute
the volume rates Rχ,ij of collisions ξ between species (i and j). The computation of this rates is
performed as:

Rχ,ij =
1

ni

∫
fiσ|vi − vj |dvi , [m3/s] (7.1–1)

where the fi are the species distribution functions, vi,vj are the velocity vectors for each species,
the frequencies are obtained as:

νχ,ij = niRχij [N collisions/s] . (7.1–2)

After gathering the cross-section data from available resources, the models benchmark for the
electron-heavy species rates has been performed assuming a Maxwellian distribution for electrons

1https://us.lxcat.net/
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(fe) and negligible neutrals velocity. Thus,

R =
1

ne

∫
fe(Te)σ(|ve|)|ve|dve . (7.1–3)

As a result, integrating on the velocity, we obtain the rates as a function of the electronic temper-
ature.

For xenon, krypton and argon, the essential collisions that need to be taken into account to
formulate a relevant model are only electron-neutral collisions, ionization, excitation and Coulomb
collisions. The integrated rates, using the cross section information from the LXCAT database,
are plotted in Fig. 7.1.

Figure 7.1: Collisional rates for xenon (solid), krypton (dashed-dotted) and argon (dashed).

For the case of Coulomb collisions, the collective electron to ion frequency for Maxwellian
electrons is used so that

νei = neRei , (7.1–4)

where

Rei(Te, ne) =

(
Te
1eV

)−3/2
(
9 +

1

2
ln

[(
1018m−3

ne

)(
Te
1eV

)3
])

·2.9·10−12m3s−1 . (7.1–5)

The collisional cross sections and the energy cost of inelastic collisions are structured and stored
in a database system for its usage in HYPHEN. To maximize the accessibility by the user to the
data, the propellant database is organized into folders and plain text files in json/yml format as
follows:

1. “Species” data folder. This folder contains the elementary data related to each species, mass
and inelastic processes and energy thresholds (ionization, electronic excitation, vibrational
excitation, dissociation. . . ). The data are separated by sections for each species and are
contained in txt files.

2. “Binary collision” data folder. This folder contains the cross sections of the collisions between
two particles of the considered species. and is structured as follows. Each species (Xe, Ar, Kr,
as well as their ionized and excited versions, Xe+, Ar+, Kr∗, etc, as well as electrons e−) has
a dedicated folder. This species is considered as the first partner for a binary collision. Inside
this folder, a full directory tree containing again all species exists. This second-level folders
are considered as the second partner in the binary collision. Finally, inside this second-level
folders, there are text documents for each type of collision between these two partners, which
list their cross sectional data as a function of impact energy. This information is adapted
from LXCAT and semi-empirical models found in the literature.

Currently, the database is functional for Xe, Kr, Ar, O2, N2, O and N and partial data for some
reactions involving Ne and CO2. The present report is focused on the most promising candidates
for alternative propellants of the ECRT, as identified above: Xe, Kr, Ar.
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7.2 Simulations results

Using the model described in chapter 5 we have obtained coupled solutions of the coaxial ‘Big-
Magnet’ ECRT developed by ONERA [26]. The case of xenon, published Ref. [57] is taken as the
reference simulation of this study. The results shown are for stationary conditions, reached after
several power absorption updates performed by the electromagnetic wave module.

7.2.1 Simulation setup

An sketch of the thruster is shown in Fig. 5.1 whose dimensions are described in Tab. 5.1. The
applied magnetic field of this thruster (see Fig. 6.1b) creates a divergent magnetic nozzle. The
location of the electron cyclotron resonance region is close to the back-plate, where the intensity
of the magnetic field is 875 G, and is denoted in red. The electromagnetic domain is excited
through a lumped port at the beginning of the coaxial, where the electromagnetic power is fed into
the cavity through a dielectric window. The power accesses the thruster chamber and generates
plasma currents that deposit power into the plasma, which are then used to ionize and energize
the plasma. Then the plasma is accelerated throughout the plasma plume in the MN region.

Note the two domains used for these simulations shown in red for the hybrid module and in black
for the electromagnetic module. The reason behind this choice relies on a numerical motivation.
As can be noticed from the magnetic configuration of the thruster, shown in Fig. 6.1b, magnetic
field lines are closely aligned with the thruster walls. In the simulations, perpendicular transport
is insufficient to fill up with plasma the corner region above the last magnetic field line exiting the
thruster chamber. This produces results with increased numerical noise in this region. Truncating
the hybrid domain using a line nearly parallel to the last magnetic field line exiting the thruster
chamber results in a significant improvement of PIC-related noise at the thruster exit.

As in previous chapters, the thruster walls are considered made of a perfect electric conductor
(for the purposes of the wave module) covered by a thin layer of dielectric boron nitride (BN),
taken into account in the plasma transport modules (PIC + electron fluid) as a dielectric material.
The properties of BN regarding secondary electron emission are considered in the simulation. The
outer boundaries of the domain are “free loss” surfaces where particles are simply removed.

Figure 6.1b also displays the magnetic field aligned mesh used by the electron fluid module,
where white lines are magnetic streamlines and their perpendiculars are shown in black. A second
mesh, of the structured type, is used for the heavy species PIC module.

Finally, the mesh requirements for the wave module are different than for the other two, requiring
a higher concentration of elements close to the resonance regions. As a consequence, the EM-wave
module requires interpolation to the other two meshes as well.

7.2.1.1 Geometry, applied magnetic field and operating parameters

The geometrical, applied magnetic field and operating parameters are those shown in Tab. 5.1.
A fixed propellant mass flow rate ṁ is injected through an injection port as in figure 5.1 for all
three simulations. A total input or forwarded power Pf electromagnetic power of 30 W is injected
through the coaxial. The simulations prescribe the input power to the coaxial, so the total power
deposited for the three simulations may vary (input minus reflected power; see Tab. 7.2).

7.2.2 Results

The following sections contain, in several plots, a summary of the steady-state simulations for
each of the three chosen propellants, allowing the direct comparison from page to page. Each set of
results corresponds to the self-consistent, converged simulation involving the PIC, fluid, and wave
modules. The discussion of results is presented in Section 7.3.
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7.2.2.1 Xenon

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure 7.2: Principal simulation results using xenon as propellant.



136 7.2. SIMULATIONS RESULTS

7.2.2.2 Krypton

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure 7.3: Principal simulation results using krypton as propellant.
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7.2.2.3 Argon

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure 7.4: Principal simulation results using argon as propellant.
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7.2.3 Thruster performances

The integrated thruster performances for the simulations using the different propellants are
shown in Tab. 7.2.

Parameter Name Units Xe Kr Ar
F Thrust mN 0.756 0.790 0.536
Pa Absorbed power W 27.1 26.5 27.5
Isp Specific impulse s 385 403 274
Ii Ion current A 0.077 0.096 0.094
ηF Thrust efficiency % 5.1 5.9 2.6
ηu Utilization efficiency % 52.1 41.7 19.39
ηe Energy efficiency % 23.2 30.7 24.29
ηc Conversion efficiency % 25.5 25.3 23.74
ηd Divergence efficiency % 85.2 85.4 85.0
ϵexc Excitation losses % 5.1 2.8 4.9
ϵion Ionization losses % 8.2 11.14 9.8
ϵwall Wall losses % 64.5 56.6 62.3
ηp Coupling efficiency % 90.7 88.3 91.8

Table 7.2: Thruster performances for different propellant species.

7.3 Discussion

The panels in the figures of previous sections show the similarities and differences between the
three simulations with Xe, Kr, and Ar.

First and foremost, the similarity between the simulations with the different propellants is strik-
ing. As it can be observed, there are few qualitative differences in plasma density, electric potential,
electron pressure and temperature, ionization rate, and ion velocity. Additionally, the absorbed
power and the wave fields shows small variations among the three simulations. This suggests that
the simulation procedure and the code are robust, and that the overall plasma response is quite
independent on variations in quantities such as the mass/charge ratio, the cross sections, and
the ionization and excitation costs. Notwithstanding this, some quantitative differences do exist,
which are consistent with the expectations due to the variations in the defining characteristics of
the propellants. These are discussed next:

1. The plasma density maximum is higher in the case of Xe than in the case of Kr than in the
case of Ar. This is motivated by two effects. Firstly, the higher ionization cost of the latter
drives the density down. Secondly, the lighter mass of the latter means a faster acceleration
out of the thruster, again decreasing the plasma density. Note that, although Kr is much
lighter than Xe, the plasma density is nearly as high as that of Xe. Contrary of what would
be expected due to its higher ionization rate, this shows that the use of Kr does not harm the
plasma production of this thruster. The Xe discharge exhibits a greater magnetic confinement
(i.e. Hall parameter) as the electron collisional frequency is smaller than the other two cases.
Thus, in this magnetic field configuration as the magnetic field increases transport to the top
wall, a smaller magnetization due to lighter mass allows a more efficient acceleration and less
losses to this wall (see Tab.7.2).

2. The electric potential drop in the thruster discharge chamber and in the simulated part of
the plume region is larger in the Xe and Kr cases, where it is larger than in the case of
Ar. The electric potential drop is responsible for the ion acceleration, and scales with the
electron temperature, which is similar for the three cases albeit slightly larger in the Xe case.
A higher potential drop is desirable, in principle, to increase the velocity of the generated
plasma jet. The potential features two maxima, one near the central radius of the simulated



CHAPTER 7. ALTERNATIVE PROPELLANTS 139

meridian section, and another close to the inner corner of the discharge chamber. The
proposed explanation for this second maximum is the efficient electron confinement created
by the applied magnetic field lines, which hinder electron transport from the central part of
the discharge to this corner region. As ions are not similarly hindered by the magnetic field
due to their larger mass, the electric potential responds creating this maximum to enhance
electron transport to this region and maintain quasineutrality.

3. The differences in electron pressure are comparable to and related with the differences in
plasma density. Noteworthy is that the location of the maximum electron pressure does not
coincide with the maximum of electron temperature nor plasma density.

4. The ionization source Sion displays a maximum roughly where the neutral injection port
is located, i.e., where the neutral density is maximal. It should be noted that the particle
density differs substantially for the neutrals, as the same mass flow rate in mg/s is injected
for the three cases, but the atomic mass is different for each propellant. While not shown in
the plots, the maximum neutral density is 1.5×1020, 8.5×1019, 5.5×1019 m−3 for Ar, Kr and
Xe, respectively. Furthermore, due to the plasma magnetization decreasing in the sequence
Xe → Kr → Ar, the ionization rate increases close to the coaxial core surface, where there
is a higher neutral density enhanced by ion recombination. Additionally, it can be observed
that in the sequence Xe → Kr → Ar, a second region of mild ionization appears near the top
corner of the discharge chamber. This region appears due to the decreased plasma density
there so that for a similar absorbed power provokes an increased electron temperature. The
increase in the electron temperature rises the ionization rate in this region.

5. The electrostatic field appears as a result of the imbalance between the magnetic force and
the pressure gradient in the momentum balance of electrons, which neglecting the small
electron inertia and collisions is approximately:

0 ≃ −∇pe + ene∇ϕ− eneue ×B (7.3–1)

The pressure gradient drives electron transport towards the walls as the pressure decreases in
this direction due to ion recombination. At the coaxial core, the pressure gradient dominates
the momentum balance in all three cases, so that the electric field has to compensate for this
force. However, due to magnetic confinement of electrons, the plasma potential increases
perpendicular to the magnetic field lines, away of the plasma bulk. This electrostatic field
appears to decrease the flux of ions towards the regions of lower plasma density, in order to
fulfill quasineutrality. The former effect is stronger close to the top corner of the thruster
chamber the lower the atomic mass, thus giving rise to an electric field away from the wall,
as happens for all simulations close to the coaxial core.

6. The ion velocity plot shows that the overall acceleration of the plasma produced by the
thruster increases as the propellant mass is decreased as expected, reaching velocities of
roughly 6, 8 and 10 km/s for Xe, Kr and Ar respectively, in the simulated region of the
plume. It is relevant that this increase is due to the lower propellant mass and in spite of
the lower potential drop developed by the plasma in the Ar and Kr cases.

Observe also that close to the antenna there is a high ion velocity directed against the antenna
wall. This is a consequence of the large electric potential drop toward this surface, and is
expected to drive the erosion of the antenna element that has been reported experimentally.
Note that the appearance of electric field towards the top corner in Ar simulation results in
an increased ion acceleration towards this region.

7. The magnetic axial force density −jθBr is a relevant figure in the dynamics of the plasma in
the thruster. It is indicative of the magnetic thrust force being generated by the device, as
the thrust is essentially the reaction force to this force. Two major aspects are observed in
these simulations. First, the overall strength of this axial force is similar for Xe and Kr, and
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much lower for Ar. Secondly, the sign of this force depends on the sign of jθ, which is mainly
driven by the electron azimuthal current and in turn depends on the imbalance between
electron pressure and electric field shown in the equation above. As a result, a positive axial
force (i.e., accelerating) appears in the periphery of the plasma, which pushes the plasma out
of the discharge chamber, and a negative axial force (i.e. decelerating) appears close to the
antenna. This is inevitable, as the electron pressure decreases toward this inner wall, and is
related with the maximum of the electric potential and electron pressure not being located
at the axis (r = 0). In this regard, the presence of the antenna constitutes a major difference
with respect to other electrodeless plasma thrusters which do not feature this obstacle for the
plasma, such as the Helicon plasma thruster, and forces the displacement of the maximum to
higher radii as indicated above. Comparing the simulations between Xe and Kr it is evident
that although the maximum positive volumetric thrust generated is similar for both cases,
the negative is more intense in the case of Xe. This implies a more efficient magnetic thrust
is generated in the case of Kr. This is supported by the energy efficiency figure (see Tab.
7.2) .

8. Electron temperature is nearly constant along the magnetic field lines, indicating that an
efficient along-field electron transport is taking place, and a less effective cross-field transport.
A major peak of electron temperature appears in the magnetic lines that intersect the wave
injection port (i.e., the coaxial channel). The suggested explanation for this observed behavior
is the higher deposition of wave power in this region (as inferred from the Qa plot), which
raises the electron thermal energy in these magnetic lines. This leads to an efficient ionization
in this part, but as the plasma is strongly confined from the coaxial core, the heating is
excessive for the low plasma density in the region. As a result, the electron temperature
rises significantly. It is noteworthy that this feature of the plasma discharge is present and
consistent in all three simulations, with Xe, then Kr, then Ar showing the highest Te peak.

Additionally, a small temperature increase can be observed near the inner corner of the
discharge chamber in the Kr and more notably in the Ar case. This a consequence of the same
principle as explained in previous paragraph, added to an increase of the power deposition
in this area from the case of Xe to that of Kr and specially to that of Ar.

9. Finally, the last set of plots regarding the wave fields are discussed simultaneously. This set
of plots contains the magnitude and phase of the axial and radial wave electric fields, Ẽz and
Ẽr, the absorbed power Qa, and the CMA diagram. The fields superscript comes from the
modal decomposition both in time and azimuth as:

E = ℜ[Ẽ exp (−iωt+ imθ)] , (7.3–2)

so that they correspond to the mode of temporal frequency ω and azimuthal wave number m
(in this case m = 0, the case relevant for ECRT’s). The azimuthal component of the electric
fields are not shown here, since they are negligible compared to the components in the zr
plane.

The plot showing CMA regions explains the different propagating regions that exist in the
plasma domain, following the nomenclature of Stix [27]. The different regions are separated
either by resonance surfaces (S = 0, R = ∞) or by cutoff (P = 0, L = 0, R = 0) surfaces. The
location of these lines depends on the applied magnetic field strength, B, which is identical
for all three simulations, but also on the plasma density n, which is part of the dynamic
plasma response. The ECR resonance (denoted as R = ∞ or the dashed black line) is clearly
identifiable near the thruster chamber back-plate. It can be observed that the peak of Qa
corresponds to this line, as expected, and concentrates close to the coaxial port from where
the power is input into the domain. Furthermore, in this simulations it can be noticed that
the power absorption major contribution is due to the radial wave electric fields that appear
in the vicinity of the ECR. The location of the maximum power absorption being at the ECR
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is due to the increase in the refractive index there, maximizing absorption. However, the fact
that the location is close to the coaxial core is motivated by a decrease of plasma density
in the vicinity of the coaxial core. This decrease is such that the plasma is underdense (i.e.
ωp = e2ne/ϵ0me < ω) so electromagnetic waves with intense radial electric field component
can propagate downstream the ECR resonance, as can be noticed in Figs. 7.2k, 7.3k and
7.4k. However, note that for the major part of the plasma bulk after the resonance, the
propagating region is 5, where all electromagnetic waves are evanescent. This results in the
absence of electromagnetic fields there and thus no power absorption. Close to the top wall
for the case of Ar, the plasma density decreases (see Fig. 7.4a) so that a region of propagation
appears (see Fig. 7.4o, resulting in radial electric fields appearing there (see Fig. 7.4k) and
thus power absorption (see Fig. 7.4l).

The transitions S = 0 and P = 0 , associated to the upper hybrid resonance and the electro-
static cutoff, can be identified by dashed-dotted and solid black lines, correspondingly. Note
that the axial and radial electric fields exhibit maxim also at regions of propagation between
these secondary surfaces, where the waves are allowed to propagate. A major difficulty in the
simulation of the wave fields corresponds to regions close these lines, where it is necessary to
refine the underlying mesh to resolve the fine structure close to S = 0 and P = 0, specially
for the electric fields phase (compare Figs. 7.2m, 7.3m and 7.4m).

Overall, the differences between the three simulation regarding the wavefields and the ab-
sorbed power are very mild. At these excitation frequency, the wave response depends mainly
on the electron population, whose differences are shown main in terms of the plasma density
exhibited. Due to the slight variations in plasma density, the results are extremely similar
independently on the propellant type.

Regarding overall performances of Tab. 7.2, it is noted that the figures of merit are expectedly
larger for Xe and Kr, and lower for Ar. This is evident in the thrust efficiency, thrust force and
specific impulse. In these simulations, Kr has a slightly larger value for these three parameters than
Xe. The propellant utilization increases the lower the ionization energy required, showing that Xe
has the better plasma production efficiency. Still, only about 50% of the mass flow rate leaves the
thruster as ions. This is one of the major contributors to thrust efficiency loss. However, although
other figures as the conversion efficiency or the divergence are very similar for all three cases given
the similar electron pressures and magnetic fields for all cases, the explanation of Kr being more
efficient than Xe lies in the energy efficiency. The energy efficiency is significantly greater for Kr
than for Xe. Furthermore, note that the excitation losses are higher for xenon, then for Ar and
the lowest for Kr, as could be expected from the excitation rates shown in Fig. 7.1 for electron
temperatures in the order of 10-40 eV.

In the case of Ar it can be noticed that a poor utilization efficiency is achieved due to the high
ionization energy and the low residence time resulting from its light mass. This, added to the high
excitation losses, results in an inefficient propellant for these purposes. However, for a mission
limited in cost-budget, the performances may still be considered acceptable, as they are half those
of Xe.

Kinetic and thermal power fluxes to the material walls of the thruster are the dominant loss
mechanism in the device. With this variable, however, there is not a clear trend with propellant
mass, with higher wall losses in the case of Xe then Ar then Kr. Ion current is higher for Kr than
for Xe as ions accelerate faster in shorter distances as they are lighter. It is also slightly greater
than that of Ar due to the greater thrust exhibited by Kr, and despite the much lower mass of Ar.

Likewise, in terms of power reflection there is a slight change comparing Xe and Ar to Kr, but
there is not a clear trend with propellant mass. It should be noted that power reflection is not
a loss mechanism per se, as the reflected power can be managed by a matching network to be
returned to the plasma.

Overall, based on the simulation results, Kr has shown the best performance among all propel-
lants, slightly greater than that of Xe, in terms of thrust efficiency ηF , while for Ar, the efficiency
is almost 50% of that of Xe.
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7.3.1 Thruster modifications

The simulations and the analyses carried out in this work provide information on the response
of the baseline thruster design to different propellants. As it has been shown, the differences in
the operation with each propellant are quite mild, with the plasma and electromagnetic field being
only quantitatively different from each other.

The main conclusion that can be extracted is that Xe and Kr offer similar propulsive performance
figures. Contrary to what could be expected in terms of smaller residence time and higher ionization
cost (and thus a less efficient plasma production), Kr has shown a better balance of the physical
mechanisms driving the thruster performance. This is a combination of several facts. Firstly,
a more adequate balance between magnetization and atomic mass resulted in decreasing plasma
transport and losses to the top wall. Secondly, a more effective magnetic thrust with a lower
“negative” maxima, lead to a greater power flux at the plume boundaries and thus a significantly
greater energy efficiency. Last but not least, a lower excitation loss has allowed for a more efficient
use of the deposited power. Altogether, has resulted in defining Kr as a clear competitor to Xe
when used in this configuration of ECRTs.

Determining the thruster design changes necessary to optimize it to run with Kr or Ar in the
face of changes that are seen to depend directly on propellant properties that cannot be modified
is nevertheless a difficult task from the information available. There is, however, one aspect that
can be partially controlled with the thruster design: the propellant utilization. This is one of the
efficiency parameters that suffers a greater and more consistent variation with the propellant type.
It is evident from the results that the lighter propellants display a lower propellant utilization,
and this is in part due to the larger ionization mean free path of the lighter (and faster) neutrals
that are injected in the chamber. Two design changes are therefore recommended to mitigate this
problem and therefore raise the propellant utilization:

1. Improve the injector of neutrals, to promote a longer residence time in the chamber, e.g. by
injecting radially or even towards the rear wall. This measure will likely also improve the
performance with Xe.

2. Extend the length of the thruster to allow more neutrals to be ionized within the discharge
chamber. This, however, comes at the cost of increasing the wall losses in the device, so a
trade-off must find the optimal thruster length for each propellant type.

7.4 Concluding remarks

The simulations show that differences in the plasma response are only mild between the xenon,
krypton and argon cases. Xe and Kr outperform Ar in terms of thruster efficiencies. Notwithstand-
ing this, the differences in performance are not large, and neither of these propellants are ruled
out as candidates for propulsion with the ECRT. Krypton has shown slightly better performances
than Xe for this configuration. This added to other advantages in terms of cost and availability,
makes krypton a great alternative candidate propellant. Suggested adaptations of the thruster to
the alternative propellants include enlarging the ionization chamber and relocating/re-engineering
the neutral injector to maximize the neutral residence time in the chamber.

Further work must compare and validate these simulation results against experimental data.
Additionally, the values of cross-sections and species modeling should always be revisited to improve
and add complexity and detail to the model.



Chapter 8

ECRT Scale-up study

This chapter covers an investigation on the scaling of the thruster, comparing the thruster per-
formances of a scaled-up high power ECRT prototype developed by ONERA to that of the reference
thruster investigated in previous chapters. The objective is then to analyze the influence of scale
on the prototype plasma properties and performances utilizing the coupled model developed during
this thesis. The contents of this chapter are part of EP2’s contributions to MINOTOR project.

8.1 Thruster scale-up configurations

The low power coaxial ECRT prototype ECR30 [11, 12, 51, 52, 56–59, 61, 95, 123, 128] inves-
tigated up to this point is utilized as the reference configuration in this study, and as the baseline
for the comparison and discussion of the scaled-up 200 W ECRT. The latter version design and
geometry is chosen by ONERA. The next section details the simulation setup, and section §8.1.2
presents the simulation results.

8.1.1 Simulation setup

The parametric sketch applicable to the two coaxial ECR thrusters is shown in Chapter 5, Fig.
5.1; the dimensions for each thruster configuration are described in Tab. 8.1. The applied magnetic
field of the 30 W and 200 W thrusters, shown in Fig. 8.1a and 8.1b respectively, creates a nearly
axial high-field region inside the discharge chamber and a divergent magnetic nozzle outside of it
(i.e. magnetic beach). The ECR location for the nominal operation frequency of 2.45 GHz is close
to the backplate, where the intensity of the magnetic field is 875 G, and is denoted in red. Neutral
Xe gas is injected through an injector port, located inside the discharge chamber. The injector
location is different for the 30 W and 200 W thrusters. In both cases, the electromagnetic power
is fed via a coaxial line and through a dielectric window. In the simulations, the excitation of the
electromagnetic fields is carried out with a lumped port located upstream of the coaxial cable. The
power accesses the thruster chamber and induces high-frequency plasma currents that interact with
the fields and eventually result in power absorption in the plasma. The plasma transport inside
and outside of the device are essential processes to understand thruster performance and plasma
acceleration.

Figures 8.1a and 8.1b display the simulation domain of HYPHEN modules for each thruster. The
simulation domain in the 200 W thruster is larger and features a longer plume domain, including the
lateral plume region right outside of the thruster chamber. Results show that in these low-density
regions the number of macroparticles per cell decreases substantially, as expected. However, it was
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deemed still sufficient for a proper description in the cases of the ECRT 200 W. The reference 30
W simulation has a shorter plume domain and leaves out of the transport simulation domain the
corner region outside of the thruster domain.

The thruster walls are metallic walls covered by a thin layer of dielectric boron nitride (BN). In
the transport modules, these walls are correspondingly modeled as dielectric walls with secondary
electron emission yield. In the wave module, these walls are considered perfect electric conductors.
The outer boundaries of the domain are “free loss” surfaces where particles are simply removed,
and natural boundary conditions are used for the wave module.

Figures 8.1a and 8.1b also display the magnetic field aligned mesh (MFAM) used by the electron
fluid module, where white lines are magnetic streamlines and their perpendiculars are shown in
black. A second, structured mesh is used in the heavy species PIC module. Finally, the mesh
requirements for the wave module are different than for the other two, requiring a higher concen-
tration of elements close to the resonance regions. As a consequence, a third, finer unstructured
mesh is used in the EM module.

Parameter Name Units ECRT 30 W ECRT 200 W
lr Coaxial core length cm 2 4
rr Coaxial core radius cm 0.115 0.2
L Outer conductor length cm 1.51 4
R Outer conductor radius cm 1.375 3.5
Lp Plume length cm 2 8
Rp Plume length cm 2.75 10
zinj Injection surface center z cm 0.0 0.4
rinj Injection surface center r cm 0.5735 3.5
tinj Injection surface width cm 0.229 0.8
ninj Injector surface normal - 1z −1r
rcoax Coaxial cable outer radius cm 0.3 0.59
Lω/c Thruster electric length λ 0.1633 0.3267
A/V Area-volume ratio m−1 228.6 85.6
L/R Aspect ratio − 1.455 1.143

Table 8.1: Geometric parameters for the 30 W and 200 W thrusters.

(a) ECRT 30 W (b) ECRT 200 W

Figure 8.1: Applied magnetic field geometry together with MFAMs of the 30 W and 200 W thruster
simulations. Magnetic streamlines are shown in white and their perpendicular in black compose the
MFAM.

As stated above, the injector ports for the 30 W and 200 W thrusters are different. The
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main difference is their location in the chamber. Table 8.1 shows generalized injector geometrical
parameters zinj , rinj , tinj , and ninj . The center injection port of width tinj is located at (zinj , rinj)
coordinates, being zinj = 0 the backplate location. The normal vector ninj to the injector surface
points in the direction of the propellant injection. The injection in the 200 W ECRT is performed
radially inwards at the outer conductor close to the top of the backplate. This configuration is not
shown exactly Fig. 5.1, which represents the reference injection configuration (i.e. that of the 30
W prototype).

A consequence of this thruster scale-up is that the area-to-volume ratio of the thruster differs
by a factor three between the two thruster models. This ratio is expected to affect to a large
extent the wall losses and the efficiency of the device. The electric length (i.e. the number of
wavelengths in vacuum per length of thruster) has been doubled with the new thruster, since the
operating frequency is the same. However the value is still smaller than unity. The influence of
this parameter is not straightforward to analyze, as the wavelength in vacuum and in the plasma
can differ by orders of magnitude. Finally, observe that the aspect ratio L/R is also different in
the two thruster models. This ratio is expected to influence the propellant utilization efficiency,
by enabling more or less propellant to be ionized within the discharge chamber before the neutral
atoms escape from it. Another, minor difference between the thrusters is that both coaxial core
and outer wall extend for the same length in the 200 W version, while the former is larger than
the latter in the 30 W thruster.

Parameter Name Units ECRT 30 W ECRT 200 W
ṁ Xe mass flow rate mg/s 0.2 0.6881
Pf Power input W 30 200

Pf/V Input power to volume ratio W/cm3 3.37 1.30
Pf/ṁ Input power to mass flow ratio J/mg 150 290.7

Table 8.2: Operational parameters for the 30 W and 200 W thrusters.

The operational parameters of the thruster for the two thruster simulations are shown in Tab.
8.2. The input electromagnetic power injected through the coaxial cable is used to label the two
thruster configurations. In the simulations, the input power is fixed to this value, and the deposited
power is computed as a part of the solution. The power that is not deposited in the plasma is
reflected power that comes back through the coaxial cable. Both thrusters use an excitation
frequency of 2.45 GHz. The propellant mass flow rate increases by a factor 3.5 approximately in
the ECRT 200 W thruster. In all cases, we fix the neutral injection to a Maxwellian distribution
of 0.02 eV temperature and 300 m/s velocity. The injected power to volume ratio is smaller in the
ECRT 200 W thruster. However the power to mass flow rate ratio is roughly doubled. Regarding
the anomalous transport coefficient used, in absence of more information about the 200 W thruster
experimental data to carry out a fitting of the coefficient, it was decided to fix αt = 0.02 for all
simulations.

8.1.2 Simulation results

The following pages contain the simulation results. Figures for the various plasma profiles are
included for each simulation case described next. Results are shown for stationary conditions,
reached after sufficient simulation time with all modules coupled together. The coupled solution
of the ECR30, the 30 W ECRT developed by ONERA is shown as the Case 1 simulation. The
first simulations of this 30 W ECRT were shown in Ref. [59]. This is used as the reference for the
comparison of the scaled up, 200 W thruster. Cases 2 to 4 correspond to the 200 W scaled-up
thruster. Case 2 simulates the nominal proposed configuration described above, with the nominal
operating parameters. The other two cases feature variations with respect to the nominal 200 W
case, to explore certain aspects of the scale-up process. Case 3 increases the coaxial cable outer
radius by a factor of 3. Case 4 (plots not shown; only performances in table 8.3) is similar to
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simulation Case 3, but fixes the power deposited to be the same as the one of Case 2 to enable
the comparison between both coaxial designs for the same power deposited.

Thruster performances defined in Chapter 5 and summarized in Tab. 8.3. The ionization length
is computed as

Lion =
un
νion

, (8.1–1)

where un and νion are, respectively, characteristic neutral velocity and ionization frequency of the
plasma located inside the thruster chamber. The former is taken to be that of the injection as
the neutrals within the chamber do not accelerate to much larger velocities. For the latter, we
have taken an average of the properties inside the chamber for a fixed axial position located right
after the resonance. A comparison between the ionization length and the thruster length allows to
infer the level of propellant ionization in the thruster. A modification of any parameter affecting
the ionization frequency (or the electron temperature or the neutral density) inside the thruster
chamber will have a direct correlation with the utilization efficiency and thus thruster performance.

Parameter Name Units Case 1 Case 2 Case 3 Case 4
ṁ Mass flow rate mg/s 0.2 0.6881 0.6881 0.6881
Pf Power input W 30 200 200 242
F Thrust mN 0.756 5.021 4.442 5.054
Pa Absorbed power W 27.1 171.5 129.4 171.0
Isp Specific impulse s 385 744 654 749
Ii Ion current A 0.077 0.350 0.346 0.349
ηF Thrust efficiency % 5.1 10.7 11.0 10.9
ηu Utilization efficiency % 52.1 69.3 68.5 69.1
ηe Energy efficiency % 23.2 35.6 35.5 36.3
ηc Conversion efficiency % 25.5 28.6 28.8 28.8
ηd Divergence efficiency % 85.2 86.9 88.7 86.6
ϵexc Excitation losses % 5.1 3.5 4.4 3.6
ϵion Ionization losses % 8.2 5.8 6.9 5.9
ϵwall Wall losses % 64.5 57.1 60.1 56.5
ηp Coupling efficiency % 90.7 85.7 64.7 70.6

L/Lion Thruster to ionization length ratio - 36 75 59 70

Table 8.3: Thruster performance results of the cases considered in the scale-up study.
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8.1.2.1 Case 1: ECRT 30 W reference simulation

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure 8.2: Principal simulation results of the scale-up case 1: ECRT 30 W simulation.
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8.1.2.2 Case 2: ECRT 200 W simulation

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure 8.3: Principal simulation results of the scale-up case 2: ECRT 200 W simulation.
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8.1.2.3 Case 3: ECRT 200 W with larger coaxial cable outer radius

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure 8.4: Principal simulation results of the ECRT 200 W, with larger coaxial cable outer radius.
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8.2 Discussion

Both thrusters feature considerable differences in all variables and many commonalities. The
following points identify and discuss the commonalities that can be observed between the thrusters:

1. The plasma density is larger in an intermediate radius within the thruster chamber. This is
mainly motivated by the plasma recombination at the antenna core (density decays toward
all walls) and the divergence of the magnetic field lines (plasma expansion takes place in the
direction of the magnetic nozzle).

2. The electron pressure (pe = neTe) is maximum at an intermediate radius too, thus leading to
a change in the radial pressure gradient. The electron pressure gradient is balanced mainly
by the magnetic force and the electric force, and lastly by all other terms in the electron
momentum equation (collisions, anomalous transport, etc). Keeping only the first two terms
we have

0 ≃ −∇pe + ene∇ϕ− eneue ×B.

Since the electron pressure peaks at an intermediate radius, the magnetic force exhibits a
sign change. This leads to two distinct regions in the plasma domain, one with diamagnetic
currents with respect to the applied field (the peripheral part of the plasma), which generates
positive thrust, and a region with paramagnetic currents with respect to the applied field
(the part of the plasma closer to the axis of symmetry), with a negative magnetic thrust
contribution (see Figs. 8.2h, 8.3h and 8.4h).

3. The electron population is nearly isothermal along magnetic field lines as can be seen in Figs.
8.2i, 8.3i and 8.4i. This behavior is a result of the high thermal conductivity exhibited in the
direction parallel to magnetic field lines compared to their perpendicular counterpart.

4. The maximum electron temperature takes place at the magnetic field line where the maximum
power deposited is located. This is generally at a magnetic field line close to the coaxial core.
Note that temperatures above several tens of eV are reached in both thrusters, even exceeding
the 100 eV in many operation points. The electron temperature on each magnetic tube is
related to the amount of electromagnetic power absorbed by the plasma in that tube and the
losses to the walls and to the free boundaries downstream. As the pressure profile is smooth,
this peak of electron temperature is accompanied by a dip in electron density, which is also
prevalent in the two thruster configurations.

5. The location of the maximum power absorption is found to be directly correlated to two
main features. Firstly the location of the ECR region determines in this magnetic configu-
ration the axial location of the power deposition [56]. Secondly, the power is not distributed
uniformly along the resonance (i.e. ECR). Instead, it is determined by the radial location
of electromagnetic fields along the resonance [59]. This location in this type of thrusters
is the vicinity of the coaxial core, where the radial electric fields are larger. Additionally,
a non-negligible fraction of the power absorbed takes place at the upper-hybrid resonance
region, further downstream, in the two thrusters. This aspect, however, varies substantially
from the 30 W configuration to the 200 W configuration.

6. The steep gradients of plasma density towards the coaxial core also induce strong electro-
static fields towards the antenna wall. This is motivated by the strong temperature gradient
exhibited radially away from the coaxial core. As a result, high velocity ions reach this
surface, which can lead to erosion.

7. Concerning the magnetic thrust (see Figs. 8.2h, 8.3h and 8.4h), the results show that the
positive thrust is generated close to the upper part of the thruster chamber in both thrusters.
A major part of the magnetic thrust production, consequently, takes place at larger radii.
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On the other hand, both designs feature many differences:

1. The injection is performed axially for the 30 W whilst it is done radially for the 200 W
thruster. This affects considerably the profile of the neutral density, and has its impact on
the thruster performances. Note that the neutral density within the thruster chamber is
around 50% higher for the 30 W thruster. This implies that possibly a higher mass flow rate
would increase the characteristic plasma density of the discharge for the 200 W thruster.
This increase would lead to an increase in the ionization frequency of the propellant and thus
could result in an increase of the utilization and thus, its thrust efficiency.

2. The plasma density achieved in the 200 W thruster is less than in the 30 W thruster. The
beam of plasma is thinner and the decrease towards the antenna core is steeper, reaching
densities of the order of 1016 m−3.

3. The electric potential features a main maximum close to the core wall, but the peak is much
greater for the 200 W cases. The potential difference between the maximum inside the
thruster chamber and the plume is greater for the 200 W case. The maximum is also more
focused and closer to the core wall. This is motivated by the smaller density and higher
temperature there for the 200 W thruster, which requires a steeper electrostatic field to
compensate the pressure gradient close to the coaxial core (see Figs. 8.2e, 8.3e and 8.4e). As
a consequence of the larger electric field, ions undergo more acceleration toward the coaxial
core wall (see Figs. 8.2g, 8.3g and 8.4g). A small, secondary ϕ increase is seen toward the
magnetically-isolated region of the upper left corner of the thruster discharge chamber in the
30 W design. This potential rise is less noticeable in the 200 W cases, but still present.

4. The main difference between the pressure maps of Cases 2 & 3 with respect to Case
1 is the pressure decrease towards the top wall, which is more pronounced in the 200 W
thruster simulations, driving larger diamagnetic drift currents and thus larger magnetic thrust
densities in this region.

5. The region of maximum pressure (or null pressure gradient) can be noticed to be closer to
the axis in the 30 W thruster than for the simulations of the 200 W thruster. The location
of this maximum is the location of the change in direction of the pressure gradient in Figs.
8.2f 8.3f 8.4f. This maximum defines the location of the change of sign in jθe and thus the
zero of the magnetic thrust density. The pressure gradient features stronger gradients closer
to this maximum since the density decreases faster away from the plasma beam core.

6. The neutral density profiles shown in Figs. 8.2d, 8.3d and 8.4d, are different due to the
change in the injection strategy. Note that the location of the maximum density is always
located in the vicinity of the injector.

7. The electron temperature reaches higher values for the 200 W thruster simulations, specially
Case 2. One of the main differences between simulation Case 2 and Case 3 is the resulting
maximum temperature, being approx. 125 eV and 75 eV, respectively. This is in line with
the lower absorbed power of Case 3.

8. The wave propagation regions, cut-offs, and resonances vary largely between the 30W and 200
W thrusters. Firstly, the location the upper hybrid resonance (S = 0) changes considerably,
crossing the entire thruster chamber and reaching the backplate in Cases 2 & 3, while it
was external in Case 1. This is a result of the much smaller density near the axis, which
brings this resonance further upstream. Secondly the low density regions before the ECR
resonance are larger and appear both near the top wall and the thruster core in the 200 W
case. Thirdly, the evanescent region downstream of the ECR resonance (region 5 in the CMA
diagrams) shrinks, and opens up a larger propagation channel close to the inner rod wall in
Cases 2 and 3 (Figs. 8.3o and 8.4o). This enables a larger amount of electromagnetic power
to flow after the resonance through this channel.
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9. Regarding the high-frequency electromagnetic fields themselves we notice several differences.
The electromagnetic fields after the ECR can still propagate in regions 3 and 4 of the CMA
diagrams, and feature maxima that follow these regions. Also while no standing-wave struc-
tures are identifiable in the 30 W thruster, the fields in the plume region of the 200 W
thruster have lines of nodes (see Figs. 8.3m and 8.4m). This shows the effect of imposing a
reflecting boundary condition in the plume for the electromagnetic problem and the need to
implement an absorbing boundary condition or a perfectly matched layer.

10. Regarding the power absorption, we note that there a significant contribution in the prop-
agating regions 3 & 4, even downstream the ECR region. This shows that non-negligible
absorption takes place in these regions and not in the ECR region (see Figs. 8.3l and 8.4l).
This is one of the main differences with the reference 30 W thruster simulation.

11. Regarding the performances, the difference in energy efficiencies is the largest (a 60% greater
for the 200 W thruster). Furthermore, the propellant utilization increases around a 40%.
This is first related to the thruster to ionization length ratio which is improved in the 200
W thruster mainly by its increase in the thruster length. As a result, the resulting thrust
efficiency is doubled with the 200 W thruster comparing with the 30 W thruster. This
increase would be expected from the increase in the power level of the device.

12. Wall losses are slightly smaller for the 200 W thruster, as expected from the smaller A/V
ratio. However, the losses are still comparable which means that a major part of the power
is still lost to the walls. This inefficiency is likely the main area of work where the ECRT
can be improved at this time.

13. Lastly, and in line with the change of wall losses, excitation and ionization, losses although
still considerable, are smaller for the 200 W thruster.

When comparing Cases 2 and 3 (nominal and x3 outer coaxial cable radius, respectively) we
notice that there are not many major differences in terms of performances nor in the plasma
variables. However, this does not discard the outer radius of the coaxial as an optimization
parameter. The main differences found between the simulations are listed below:

1. The power absorption upstream the ECR region is slightly more distributed towards higher
radius for Case 3 than for Case 2. This is, indeed, the main motivation to explore this
change in the coaxial cable design.

2. The maximum electron temperature found in the simulation domain is higher for Case 2
than for Case 3. Although it could be thought that this is a result of previous point, it has
been found that the key aspect driving this decrease is the lower amount of power deposited
in the plasma exhibited for a fixed power input of 200W (i.e. Case 3). This is confirmed
by analyzing the simulation results for Case 4, which is identical to Case 3 except for the
power deposited, which is fixed to equal that oc Case 2 (171 W), so that we can compare
both coaxial designs for the same level of power deposited. Results not only showed the same
maps for all variables including the same maximum electron temperature as Case 2, but also
very similar performances as shown in Tab. 8.3. Therefore, it is inferred that the coaxial
radius modification only changes the coupling efficiency of the transmission line, as a result
of the change in the impedance of the line, but that the electron temperature maximum in
the 200 W configuration is mainly driven by the total absorbed power.

3. Comparing the coupling efficiencies we note that there is an increase in the coupling of a 6%
from Case 3 to Case 4. This means that the impedance mismatch is smaller. For a fixed
coaxial line impedance, this implies that the impedance of the plasma has been reduced.

4. The minimum in the thrust force is smaller in the coaxial thruster so that the profile is more
efficient for acceleration, given the fact that the maxima are similar and so are the profiles.
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8.2.1 Thruster optimization

The simulations and the analyses carried out provide information on the response of the baseline
coaxial ECR thruster design to different scales and we have included an analysis of the effect of a
different coaxial radius with two additional cases.

This work has shown that the differences in the operation with scale can be significant. The
analysis has enriched our know-how about the factors driving the performance and operation of
ECRT. The main conclusion that can be extracted in this regard is that the ECRT increases its
efficiency for mid power and its scaling is adequate, mainly by improving its utilization and energy
efficiencies. Furthermore, it has been noticed that the decrease of plasma density towards the inner
core that allows the propagation of strong electromagnetic fields close to the coaxial core, which
are responsible for the electron heating and plasma production. This results in the production of
a discharge that features highly energetic electrons together with a dense plasma.

However the 200 W thruster has room for improvement since the plasma density is relatively
lower and the plasma density decreases towards the coaxial core more than what it is desirable,
since heating is still localized there. Additionally, the power deposited in the thruster is a major
parameter driving thruster performance and optimal operating points have to be found for each
geometric design. A parametric investigation on mass flow would provide more optimal operation
points for the 200 W thruster. However, focus will be taken in the development of a thorough
parametric analysis of the low power thruster.

Several design changes are suggested based on the results shown for the 200 W thruster, that
should be explored experimentally and numerically to optimize the thruster design:

1. Increase the inner coaxial radius so that the recombination is brought closer to the plasma
core and in order to bring the region of maximum heating closer to the core of the plasma
beam obtained.

2. Design a permanent magnet configuration so that the ECR surface intersects with the back-
plate and not the coaxial core. This results in the maximum power absorption being away
from the coaxial core surface, and thus increasing thruster performances.

3. Vary the length of the thruster’s outer conductor wall. Probably a more optimal point can
be found since the thruster operation seems to depend considerably on the variables in the
region where magnetic field lines are closed by the backplate and the upper wall.

4. Change the propellant injection strategy so that we increase the amount of plasma generated
close to the coaxial core. Maybe two different simultaneous injections, one at an intermediate
location within the thruster chamber. Furthermore we suggest to increase the mass flow of
the discharge as it was noticed that the plasma density level achieved was lower than the
30 W thruster, related to the lower propellant densities featured and the higher electron
temperatures.

5. Rework the shape of the outer conductor wall to conform with the lines of the applied mag-
netic field. This can eliminate the magnetically-isolated corner region which drives plasma
losses, as the plasma generated there does not connect with the accelerating magnetic nozzle
region. Naturally, this must be done carefully not to spoil the propellant utilization efficiency.

8.3 Concluding remarks

The results shown in this chapter serve to analyze the main variables and performance figures
of the scaled-up 200W ECRT design. This can enable improving our comprehension of the coaxial
ECRT scaling. The simulations show that both designs share a lot of common-points which
comprise our current understanding of ECRTs. Additionally, several differences have been noticed
between both thrusters and have been analyzed.
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Moreover the effect of increasing the coaxial radius (i.e. applying a x3 factor to the external
radius of the coaxial) in this configuration has been investigated and has resulted to affect mainly
the coupling efficiency since it changes the impedance of the coaxial line. However, for the same
power deposited (i.e. comparing cases 2 and 4), it has been noticed that the thruster perfor-
mances and operation remain unaffected by this modification. Nevertheless, this does not rule
out this parameter as a possible parameter to improve thruster performances in different thruster
configurations.

Notwithstanding this, the differences in ECRT performance from low power to medium power
follow expectations as increasing the overall thrust efficiency by increasing the propellant utilization
and energy efficiency. Furthermore wall losses are smaller than for the low power design which
could be expected from geometrical parameters as the smaller area-to-volume ratio of the chamber.
A parametric analysis could be performed to the higher power thruster in order to find optimal
design point of operation.

Additionally, we have reported some suggestions for possible thruster modifications design.
Amongst these suggested modifications, we have included increasing the inner coaxial radius, to
bring the maximum power absorption towards the core of the plasma beam, change the magnetic
field configuration to affect the power deposition, vary the length of the thruster chamber’s outer
wall and investigate multi-injection strategies to optimize the neutral distribution and residence
time within the thruster chamber.

Future work would include extending the amount of scenarios considered regarding scaling
parameters, as aspect ratio, area to volume ratio, and thruster electric length, in order to extend
our knowledge regarding ECRT scaling laws. Additionally, it is expected that the anomalous
coefficient may be an important parameter for the upscaled versions of the thruster. Anomalous
transport quantitative fitting based on experimental data (as it is carried out in Chapter 9) would
be useful to improve the estimations of both plasma properties and thruster performances in the
upscaled thruster versions.



Chapter 9

Comparison of hybrid coaxial ECR
thruster model to experimental

measurements

Electrostatic probe and thrust balance measurements of an electron-cyclotron-resonance plasma
thruster with magnetic nozzle are compared against numerical simulations of the device that solve
self-consistently the plasma transport problem with a hybrid particle-in-cell/fluid approach and
the microwave electromagnetic fields using vector finite elements. The comparison evidences that
enhanced cross-field diffusion is present in the plasma, and a simple phenomenological anomalous
transport model similar to those used in Hall thruster modeling is proposed. Reasonable agreement
is found on the ion current density and plasma density profiles, ion energy distribution function
downstream, and thruster performances. Differences in the experimental and numerical behavior
of electron temperature and electrostatic potential highlight the areas of the model that need to be
improved: the electron heat flux closure relation, which must correctly account for the longitudinal
electron cooling observed, and the treatment of electrostatic boundary conditions. Part of these
results will be submitted for their publication to peer-reviewed journal Plasma Sources Science and
Technology [63].

9.1 Introduction

The Electron Cyclotron Resonance Thruster (ECRT) concept was conceived in the 1960s when
it was first noted that plasma could be accelerated by electromagnetic (EM) fields, and extensive
research was carried out to design them [8]. After the 1970s, the funding ceased and it was not
until the late 1980s that the research was continued at JPL [24].

Amongst other electric propulsion (EP) technologies, the ECRT belongs to the family of elec-
trodeless plasma thrusters, as the Helicon Plasma Thruster (HPT)[17, 92]. As implied by their
classification name, these thrusters do not require the use of electrodes for their operation. Elec-
trodes are electrically conducting components such as cathodes, anodes, or neutralizers which are
typically considered thruster lifetime-limiting components [129], as they suffer increased erosion
resulting from the substantial particle fluxes and heat loads they are subjected to. Instead, elec-
trodeless plasma thrusters consist of two main elements: a radiofrequency (RF) source and an
applied magnetic field. The former is in charge of heating and ionizing the propellant by plasma-
wave interaction. The latter has multiple roles: first, it allows the EM propagation in overdense
plasmas and, for the ECRT, it generates an Electron Cyclotron Resonance (ECR) region, key for
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EM wave absorption in that technology. Second, the magnetic field confines the electrons, limiting
the particle interaction with the thruster walls. Last, it generates a magnetic nozzle (MN) that
accelerates the plasma plume, thus increasing thrust.

The first versions of the ECRT [8, 24, 130] were based on a waveguide coupling between the
feeding microwave power and the plasma. Later works [11, 53] characterized the more efficient
coaxial-coupled version of the thruster. This version generates high energy ion energy beams
at low powers (around 200 eV for 30 W of absorbed power). Although still featuring meager
thrust efficiencies, its simple design and high repeatability from one ignition to the other and the
robustness of the wave absorption mode, have led to extensive research in Europe [12, 50, 52, 53,
119] and the USA [122, 131, 132].

Despite the extensive experimental work carried out on the ECRT, the modeling and simulation
efforts are scarce. An analytical quasi-1D model designed for HPTs was adapted to the ECRT case
and applied to estimate successfully the overall thruster performances [51]. However, the model
underestimated the electron temperature and lacked modeling of both cross-field diffusion as well
as antenna/plasma power coupling. A more complete two-dimensional axisymmetric model of the
ECRT including these two last features has been developed and applied recently to obtain coupled
simulations of the plasma wave interaction and the plasma transport [57]. The plasma transport
is modeled with hybrid approach, using Particle-in-cell (PIC) method for the heavy species (i.e.
neutrals and ions) and a fluid model for the electrons. The electromagnetic response of the plasma
is modeled with Maxwell’s inhomogeneous wave equation and a collisional cold plasma dielectric
tensor formulation [27].

The model uses a description of electron cross-field anomalous diffusion based on a phenomeno-
logical turbulence model. The presence of anomalous diffusion in MN plasma thrusters is less ascer-
tained than in other EP prototypes, as in Hall effect thrusters (HET), where near-wall conductivity
(NWC) [133] and turbulent transport are theorized to be the principal mechanisms driving anoma-
lous transport. NWC is enhanced by high secondary electron emission (SEE) yields, which replace
the magnetized electrons, and effectively increase the wall conductivity. Dielectric wall ECRTs, as
boron nitride (BN) sources, are expected to feature saturated SEE yields given that characteristic
electron temperatures Te 25 eV are similar to the half cross-over energy of BN [134]. Turbulent
transport is known to be correlated to plasma instabilities. Recent research [132] measured wave
dispersion in the magnetic nozzle of an ECRT, consistent with the lower hybrid drift instability
(LHDI), with a dominant effective electron collision frequency over classical collisions. Anomalous
diffusion in ECRTs is most likely a combination of multiple local phenomena.

The main objective of this work is to test the capabilities of the coaxial ECR model shown in
[57] to reproduce and interpret experimental measurements of a real ECRT prototype, not only in
terms of thruster performances, but also plasma properties. The model assumptions are verified
and its principal limitations are illustrated, specially related to the electron fluid module.

Section 9.2 gives an overview of the methodology employed to obtain a comparison between
experimental ECRT measurements and model estimations. The model equations are discussed
together with the effects of anomalous diffusion. Section 9.3 details the measured angular and
axial plasma properties measured and a parametric investigation on the anomalous diffusion that
allows to perform an empirical fit. Then, we discuss the impact of cross-field diffusion on the plasma
discharge. Finally we compare thrust and ion energy measurements with simulation results, and
discuss the principal discrepancies between experimental and model estimations.

9.2 Methodology

The comparison between experimental data and numerical simulations has been performed on
a ECRT prototype (see Fig. 9.1a) developed at ONERA since 2010, notably in the framework of
the MINOTOR project H2020 [51, 52, 119, 122, 135].
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(a)

(b)

Figure 9.1: (a) ECRT prototype operating in the ONERA-B09 facility; (b) ECRT simulation domain
showing: magnetic field intensity (colormap), magnetic field lines (white dashed), Xe+ streamlines
for case αt = 0.05 (red), local magnetic coordinates (white). Additionally, the experimental setup
detailed in §9.2.1 is sketched.

Figure 9.1b shows the simulation domain, where the prototype consists of a L = 2 cm long
semi-open coaxial structure with 2R = 2.75 cm in diameter and a backplate made of boron nitride
(BN), located at z = 0. The BN backplate acts as a transparent window to microwave power
forwarded through a coaxial line by a transverse electromagnetic (TEM) mode. The walls of the
inner and outer conductor of the thruster source are made of metal and are coated with BN spray.

The magnetic field is provided by an annular permanent magnet placed at the back of the
ECR source, so that at the ECR region the magnetic field intensity is 875 G, corresponding to an
electron cyclotron frequency of 2.45 GHz. The thruster is powered by a microwave generator at a
frequency of 2.45 GHz. The absorbed power (Pa) by the plasma is 30 W. The thruster is fed with
xenon at 2 SCCM following a radial injection configuration.

Plasma properties are compared in the near plume of the thruster. Data points locations are
chosen considering both experimental (plasma perturbation produced by the probes and probe
damaging) and numerical (computational cost scaling with simulated plume size) limitations.
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9.2.1 Experimental setup

Tests are carried out in the ONERA-B09 facility: a cylindrical vacuum chamber of 2 m in length
and 0.8 m in diameter. The secondary pumping system consists of three turbomolecular pumps
and one cryogenic pump, yielding a total pumping speed of 13,000 l/s for xenon, with a base
pressure of 10−7 mbar. During thruster operation at 2 SCCM the typical pressure is of the order
of 4x10−6 mbar.

The microwave power line consists of VAUNIX LMS-402D signal generator and a Microwave
Amps Ltd power amplifier. The forward and reflected power to and from the thruster is measured
with two LB478A (LadyBug Technologies) power sensors and directional couplers. Power losses
through the feeding line are measured prior to the test campaigns so that the total absorbed power
is known for every operating condition. Thrust measurements are performed with the thrust
balance developed at ONERA [12], which is a pendulum balance with a quasi-frictionless pivot.
The thruster is mounted at the end of the arm.

Plasma parameters are collected along angular and longitudinal profiles in the MN. Three mea-
surements campaigns are carried out and are labeled experiment (Exp.) A, B and C in the forth-
coming. Exps. A and B identify angular measurements, while Exp. C represents the axial mea-
surements following the plasma expansion in the plume. The BN coating of the thruster inner and
outer walls is applied prior to both Exp. A and Exp. B. For the angular profiles, plasma probes
are mounted on a motorized rotational stage with the rotation axis centered with respect to the
backplate of the thruster, as shown in Fig. 9.1b, following the (ρ, ψ) coordinates. They are taken
16 cm downstream from the backplate and the angle is varied between -45◦and +45◦. Probes are
oriented such that the collecting (or measuring) surface is normal to the ρ-direction for all ψ an-
gles. For the longitudinal profiles, plasma probes are moved using motorized translational stages,
allowing for two degrees of freedom along the z and r axis, defined in Fig. 9.1b. The longitudinal
profiles are measured along the plume central axis, i.e. r = 0 cm. For the three experimental
campaigns (A, B and C) the probes were mounted in order to minimize the perturbation induced
from each other during a plasma measurement.

Plasma diagnostics are performed with three different probes constructed in-house and a com-
mercial ion analyzer. The Faraday probe consists of a collector of 6 mm in diameter biased at -350
V. The collected ion current is measured through a 33 kΩ-shunt resistance. The curling probe,
called CP700 in [136], consists of a 35 µm-thick spiral copper resonator of 106 mm in length, etched
on a 0.5 mm-thick RO4003 sheet. It measures the local electron density following the plasma per-
mittivity [136]. The Langmuir probe consists of a tungsten wire of 150 µm in diameter and 5 mm in
length. The bias voltage at the probe tip is swept from -100 V to +100/+120 V (depending on the
probe distance to the thruster). The collected current is measured through a 6 kΩ-shunt resistance
and recorded on a National Instruments DAQ board (NI BNC-2110). Data are post-processed
using the Druyvestein method [137] and OML theory in order to determine electron density and
temperature. Low discrepancy is obtained from the two post-processing methods. Ion energy
distribution function is measured with a PSM003 Hiden Analytical ion analyzer, which faces the
thruster and is mounted at approximately 1.7 m from the thruster exit plane (z = L in Fig. 9.1b).

9.2.2 ECRT model

The model used in this work was introduced in [57] and obtains coupled solutions of the plasma
transport and electromagnetic plasma response in ECRTs. The reader is referred to that work
for the details of the model and its numerical implementation. In the following, only aspects of
the model directly relevant to this work are discussed, with a special emphasis on the electron
response.

The electrons are modelled as a magnetized diffusive fluid, satisfying:
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ne =
∑
s ̸=e

Zsns , (9.2–1)

∇ · je = −∇ · ji , (9.2–2)

0 = −∇pe + ene∇ϕ+ je ×B + Fcoll + Fturb , (9.2–3)
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(9.2–5)

Equation (9.2–1) is the quasineutrality condition that is imposed in the plasma bulk. Non-neutral
plasma sheaths are treated separately, computing the local potential fall between the sheath edge
and the dielectric wall, and the electron energy flux to the wall.

Equation (9.2–2) represents the electric charge conservation within the domain, where je =
−eneue and ji =

∑
s̸=e Zsensus are the electron and ion charge current densities.

Equation (9.2–3) represents the inertia-less electron momentum balance, where pe = neTe is the
isotropic electron pressure and ϕ is the electrostatic potential. The term Fcoll = −mene

∑
s̸=e νes(ue−

us) groups the different resistive forces due to collisions of electrons with species s, with νes =
νes(Te) the corresponding effective collision frequency. This includes inelastic collisions as ioniza-
tion and excitation, and elastic electron collisions with neutrals and ions.

Equation (9.2–4) is the energy balance for electrons in the inertia-less limit, where the term
5/2peue + qe is the electron internal energy flux, with qe is the electron heat flux. Qcoll =
−ne

∑
s̸=e νesεes, with εes the energy yield of the collision, is the power sink from electron collisions

with heavy species as ionization and excitation of neutrals.
Equation (9.2–5) is electron heat flux equation, structurally similar to the momentum equation,

with νe =
∑
s̸=e νes, the electron collision frequency.

Equations (9.2–3)-(9.2–5) are projected in the local orthonormal magnetic basis {1⊥1∥1θ} shown
in Fig. 9.1b, where 1⊥ and 1∥ represent the perpendicular and parallel directions to the local
magnetic field vector B in the meridional plane, 1θ completing the orthonormal basis.

The model includes a phenomenological turbulence model for anomalous cross-field diffusion in
the momentum and heat flux equations, Fturb = −1θαtjθeB0 and Yturb = −1θαtqθeB0, with αt a
constant empirical parameter.

In order to discern the effects of anomalous transport, let us solve for je in Eq. (9.2–3). The
projection in 1θ reads:

jθe ≈ −χ′j⊥e =− σe
χ′

1 + χχ′

[
1

ene

∂pe
∂1⊥

− ∂ϕ

∂1⊥

]
, (9.2–6)

≈− 1

B0

[
∂pe
∂1⊥

− ene
∂ϕ

∂1⊥

]
, (9.2–7)

where σe = e2ne/meνe is the parallel conductivity, e and me the electron charge and mass, and
∂/∂1⊥ is the perpendicular directional derivative. Hall parameters are defined as:

χ =
ωce
νe
, χ′ =

ωce
ν′e

=
ωce

νe + αtωce
=

χ

1 + αtχ
≈ α−1

t , (9.2–8)

with ωce = eB0/me being the electron gyro-frequency. The approximation in (9.2–6) assumes
that the equivalent current density from electron collisions with heavy species jθc ≪ χ′jθe. The
approximation in Eq. (9.2–7) holds as χχ′ ≫ 1 for the cases considered, since χ > O(103) and
χ′ > O(10). The inclusion of anomalous diffusion increases the effective electron collisional rate to
ν′e, limiting magnetic confinement and decreasing the Hall parameter to χ′.
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On one hand Eq. 9.2–7 shows that the azimuthal electron currents are determined directly by
the balance of the electron diamagnetic and E × B drifts. On the other hand, the perpendicular
electron current is determined not only by this balance of electron drifts but it scales with αt. This
is a result of perpendicular conductivity being inversely proportional to an effective Hall parameter
χeff squared, defined as

χeff =
√
χχ′ ≈

√
χ/αt . (9.2–9)

Analogously, one can repeat the analysis with the perpendicular electron heat flux

q⊥e ≈ −5

2

Te
e2

σe
1 + χχ′ ·

∂Te
∂1⊥

− 5

2

Te
e

(1− χχ′)j⊥e − j⊥c
1 + χχ′ , (9.2–10)

showing that both, the “conductive” and “convective” terms can be shown to be proportional to
αt. Note that this does not imply that the perpendicular electron particle and heat fluxes will
increase proportionally to αt. Instead, the rise in perpendicular conductivity modifies the plasma
balance, both increasing the perpendicular fluxes and smoothing the perpendicular ϕ, pe, ne and
Te gradients.

Heavy species as neutrals and ions are treated as macroparticles, and their dynamics are simu-
lated using a particle-in-cell (PIC) approach. The PIC code considers (i) ionization collisions (e.g.
single, double, and single to double) by electron bombardment, (ii) particle to wall interaction in-
cluding their respective Debye sheaths, neutral accommodation and re-emission, ion recombination
and re-emission as neutrals, and the fulfillment of Bohm criterion at the sheath edge, (iii) particle
removal at open boundaries, (iv) macroparticle listing according to species type. A weighting algo-
rithm computes the integrated macroscopic properties on the PIC mesh, which are combined with
the electron properties obtained from the convergence of the electron fluid model. An iterative
and time marching strategy is used to converge to steady state solutions.

Additionally, the plasma response to electromagnetic waves is simulated using a finite element
code that solves the inhomogeneous Maxwell’s wave equation. The plasma currents appearing
as a response to the electromagnetic excitation are obtained applying a cold-plasma collisional
model [27]. The contributions of heavy charged species (singly- and doubly-charged ions) can be
neglected at this frequency. A TEM mode is excited within the coaxial line, which accesses to
the plasma source through the dielectric window. The model computes the electromagnetic power
deposited in the plasma derived from the frequency response of the plasma to the EM excitation.
The EM power absorption map (Qa) is provided as an input to the electron fluid model, and acts
as an energy source. The coupling between the EM and the transport problems is not required
to be continuous (i.e. for every timestep) since the characteristic time of electromagnetic response
currents is in the nanosecond range, compared to the transport which are in the microsecond range.
Hence, the electromagnetic code is called only every 10000 transport code steps. Convergence to
stationary conditions, reaching self-consistent solutions, is obtained after 3-4 updates of coupled
iterations (i.e. after 1.5-2 ms).

The domain, shown in Fig. 9.1b, is composed by the thruster wall boundaries, the open bound-
aries, the injection port and the symmetry axis. The thruster walls are treated as a dielectric for
the transport and as a perfect electric conductor for the electromagnetic wave module, given that
the BN coating is transparent to EM wave propagation. In order to obtain a finer comparison, the
simulated domain has been extended compared to previous results shown in [57]. As a result of
a trade-off between experimental and numerical (or simulation) limitations, the simulated plume
extension is set to be Lp = 18 cm long and Rp = 13 cm in radius.

9.3 Results and discussion

In this section, we present a comparison between the numerical and experimental results ob-
tained in the near plume of the ECRT prototype shown in Fig. 9.1a.
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(a) (b)

Figure 9.2: Angular profiles at ρ = 16 cm, for 2 SCCM - 30 W of (a) the ion current density and
(b) the electron density. Numerical results (solid lines) for different anomalous transport coefficients
are shown against experimental measurements (scatter symbols). Experiments A, B, and C are
summarized in §9.2.1. LP data points are represented in hollow scatter points.

9.3.1 Angular profiles

Figure 9.2 shows angular measurements for both the total singly- and doubly-charged ion current
and electron density at ρ = 16 cm from the thruster backplate, for Exps. A, B and C, detailed
in §9.2.1. Error bars, accounting for measurements uncertainties for the Faraday probe, curling
probe and the Langmuir probe are estimated as detailed in refs. [136, 138, 139], respectively.
Systematic errors such as probe leakage current, DAQ system acquisition, and applied bias voltage
are considered for the FP. Both systematic and statistical errors are considered for the CP. The
presented error bars do not account for thruster variability from one experiment to the other.

Good qualitative agreement is obtained between the experimental results from Exp. A, B and
C, although, some quantitative differences can be observed in the peak values of ion current and
electron density. The differences from Exp. A to Exp. B may be attributed to slight variations in
the application of the BN coating on the thruster walls. The coating process leads to non-uniform
grains of coating that may feature irregularities on the thickness, therefore affecting the nature of
the plasma discharge and the losses to the walls. From Exp. A and B to Exp. C the difference
in the measured values may be associated to the change in the experimental setup and to the BN
surface degradation during thruster operation. It is noteworthy to mention that the translational
motorized stage (present in Exp. C) is immersed in the plasma plume, therefore perturbations in
the plasma expansion may occur. Inversely, the rotational stage present in Exp. A and B does not
interfere as much with the plasma plume.

Repeatability of Exp. A is shown in Fig. 9.3, whose electron density measurements are char-
acterized by the same experimental setup and the same thruster coating. Exp. A exhibits fair
repeatability characterized by maximum relative variations within 15% difference, and a mean
standard deviation of 1.5×1014 m−3, for the measurements of the 22nd, 23rd and 27th of April. A
decrease of the measured plasma density can be observed from April 22nd to April 29th. This effect
may be explained by modification in the BN coating during thruster operation. Modifications on
the deposited BN layer were observed at the end of the campaigns of Exp. A and C.

9.3.2 Cross-field diffusion

The model presented in §9.2.2 was tested on its estimation capabilities of the experimental
measurements. The model includes a phenomenological turbulence model featuring an empirical
anomalous diffusion parameter αt to be adjusted based on experimental measurements. While
reducing the parameter below αt = 0.02 resulted in no variations on the plasma density response
neither on thruster performances for a similar ECRT [57], a sensitivity analysis for α > 0.02
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Figure 9.3: Repeatability of experiment A: the electron density angular measurements obtained
with the CP at 2 SCCM, 30 W.

Figure 9.4: Comparison of the effective Hall parameter in the meridional plane for different anomalous
diffusion coefficients at 2 SCCM - 30 W.

revealed plasma discharge variations due to significantly increased diffusion. A parametric inves-
tigation on αt was performed to characterize the impact of enhanced cross-field diffusion on the
stationary plasma discharge and overall thruster performances. In order to simplify the analysis,
an homogeneous coefficient is considered in our simulation domain. This allows to provide a rough
estimate of the anomalous diffusion within the plasma discharge, even though a more accurate
analysis may require the use of an inhomogeneous coefficient, as it is expected to be dependent on
local plasma phenomena.

The magnetic confinement is described by the Hall parameters defined in Eq. 9.2–8. In Fig.
9.4 we show the effective Hall parameter for the three cases of anomalous diffusion coefficient
presented in this work. This parameter depends on both χ′ and χ. On the one hand, in Eq.(9.2–8)
it is shown χ′ is constant and barely equal to α−1

t . In fact it amounts for 28.05, 19.74, 12.39
for αt =0.035, 0.05, 0.08, respectively. On the other hand, it depends on the Hall parameter χ
which is inhomogeneous, and thus also χeff (see Fig 9.4). The Hall parameter depends on the
total electron collision frequency νe, which is the sum of electron to heavy particle collision rates
as: (i) inelastic νinel and (ii) elastic νen electron-neutral and (iii) Coulomb collisions νei . The
first two, scale with the neutral density which leads to significantly lower χeff at the source, that
increases along the plume expansion as the density drops significantly faster than the applied
magnetic field intensity. At the near lateral plume, low neutral density levels lead to enhanced
electron magnetic confinement (i.e. higher χeff ). For r > 5 cm, close to the thruster exit plane,
a region of weak magnetic confinement appears due to rapid increase of νe there. It is motivated
by the rise of the Coulomb collision frequency νei up to values O(105 Hz), sufficiently high to
dominate νeff in this magnetically isolated region, and causing a rapid decline in the electron
magnetic confinement. From Spitzer model [140] it is known that Coulomb collision frequency

νei ∝ T
−3/2
e , which decreases to values O(10−1 eV) due to limited perpendicular heat transport.
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Figure 9.5: Angular electron density profiles at different ρ, for (a) αt = 0.035, (b) αt = 0.05 and (c)
αt = 0.08 at 2 SCCM - 30 W.

As a result, the effect of increasing αt on the effective Hall parameter can be subdivided in
two. Firstly, as χ′ ∝ α−1

t , the entire map of χeff decreases. Secondly, the effect on χ is related
to the plasma properties resulting from the global changes in the plasma, which can be related to
perpendicular gradients smoothing, lower electron temperatures, and greater axial gradients due
to higher beam divergence.

Figure 9.5 displays the angular profiles of the electron density at ρ = 8, 12, and 16 cm, for the
different cases of αt presented. The scale in the ordinate is kept constant for subplots (a)-(c) in Fig.
9.5 for the sake of comparison. For anomalous diffusion coefficients αt ≲ 0.035 a doubly-peaked
ion current and density is obtained by the simulations at ρ = 16 cm.

The double peak could be expected to appear naturally due to the boundary conditions imposed
by the presence of the inner rod in the coaxial structure, provoking that the maximum plasma
density is located at some radius within the source between the wall limits.

The cross-field diffusion allows to increase electron particle and energy perpendicular fluxes. In
particular, the coaxial ECRT was shown [57] to provide with EM power absorption in a very specific
location. This absorption region is not necessarily located at the region of ionization. Generally, it
is located at higher radius than that of maximum radial EM fields at the ECR, and thus the region
of maximum EM power absorption. Perpendicular fluxes are crucial to allow electrons to reach the
absorption region and be energized. The EM heating leads to an increase in the electron pressure,
but for low cross-field diffusion, magnetization limits perpendicular transport, and the electron
density drops towards the absorption region. As a result, the EM energy is distributed amongst
a smaller electron population, resulting in both higher electron temperature and perpendicular
electron temperature gradients.

The enhanced perpendicular transport resulting from increased anomalous diffusion leads to
mitigate this process, smoothing the perpendicular gradients, and replenishing the vicinity to the
inner rod with electrons. The inclusion of αt also contributes to this phenomenon by increasing
the perpendicular heat conductivity and perpendicular heat transport. This readjusts the internal
energy balance, allowing to distribute further cross-field wise. In Fig. 9.5 we can see this effect,
where the presence of further accentuated peaks occurs for cases with lower anomalous diffusion.
As a result the effect of insufficient anomalous transport is associated to the presence of singly
or doubly-peaked angular electron density profiles and it is related to the dynamics within the
source (i.e. z ∈ [0, 2] cm) and the region of EM power absorption, which dominates the electron
temperature in this type of thrusters. This effect extends to other variables as the the ion current
(see Fig. 9.2a). However, the double peak in the ion current is also motivated by the presence
of more significant ionization along acceleration streamlines closer to the symmetry axis. More
details are given in §9.3.3.

A corresponding effect is observed along the plume. Moving downstream along the MN, the
electrons demagnetize and enhanced cross-field diffusion leads to increase the electron perpendic-
ular fluxes, which end up replenishing the low density region featured at r = 0. This mechanism
can be noticed comparing Figs. 9.5(a), (b) and (c) where the double peaks appearing for upstream
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(a) (b)

Figure 9.6: Comparison of the axial evolution of (a) the total ion current density and (b) the electron
density at 2 SCCM - 30 W. The plasma potential is referenced with respect to the potential of the
experiments at z = 10 cm.

for some cases are smoothed as the plasma expands along the MN.
Overall, the principal effect of increasing αt is that both perpendicular electron current density

and heat flux feature an increased perpendicular conductivity. This modifies the plasma balance
and results in decreased perpendicular gradients, including those of the electrostatic potential.
Thus, the ion confinement in the expansion is decreased, increase the beam divergence. As a
consequence, as can be seen in Figs. 9.2a and 9.2b, the general trend is that both ion current and
electron density decrease for αt.

Figure 9.2 shows estimations of the angular profiles for several anomalous diffusion coefficients
at the location of the measurements (ρ = 16 cm). The results obtained by the model predict
that classical cross-field diffusion (i.e. αt = 0) cannot explain the profiles reported experimentally.
For values below αt ≈ 0.035, the qualitative angular profiles estimated by the simulation show
a maximum current and electron density peaks at ψ ̸= 0, denoting a “conical” beam shape. For
α < 0.035 the double peak increases and the maximum displaces to higher radius, creating a density
depletion close to the thruster symmetry axis, i.e. ψ = 0. Therefore, the model estimates that the
levels of anomalous diffusion are at least above α > 0.035 for this ECRT at the investigated point
of operation.

The comparison of experimental measurements and model estimations from Fig. 9.2 reveals that
the model can capture quantitatively the angular profiles of both total ion current and electron
density of the plasma discharge in a region of |ψ| ∈ [7◦, 45◦]. However, the simulated peak ion
current is not seized by the model (Fig. 9.2a). For ψ ∈ [−7◦, 7◦] the model underestimates the ion
current, with a relative error between the case with αt = 0.05 and the measurements between 34%
and 90%. Nonetheless, as we will show now, this difference is not as significant when comparing in
terms of integrated ion beam current. An ion beam current Ib(ψmax) can be obtained by integrating
the charge density flux through a surface defined by maximum angle ψmax as:

Ib(ψmax) = πρ2
∫ ψmax

−ψmax

ji(ψ) sin(|ψ|)dψ, (9.3–1)

where ρ is the distance of the probe with respect the center of rotation (i.e. the backplate, as shown
in Fig. 9.1b). The total ion beam current is obtained for ψmax = π/2 [138]. Here, a 45 ◦ion beam
current Ib(π/4) is computed, due to limited availability of the experimental data (i.e. practical
limitations related to the experimental setup and mounting). Yet, Ib(π/4) allows to perform a
representative comparison, as this angle span covers the beam core.

The 45◦ion beam current Ib(π/4) is 48.5, 42.9 and 37.1 mA for αt = 0.035, 0.05, and 0.08, and
42.1 and 40.6 mA for Exp. A and B, respectively. Although the simulated-experimental difference
close to the symmetry axis is significant, the Ib(π/4) obtained in the case of αt = 0.05 highly agrees
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αt [-] AD coefficient Exp. 0.035 0.05 0.08
F [µN] Thrust 601± 15 929 877 776
Isp [s] Specific impulse 318± 16 474 447 396
Ii [mA] Total ion current - 78 74 67

Ib(π/4) [mA] Ion current ±45◦ 42.1± 5 48.5 42.9 37
ηF [%] Thrust efficiency 3.1 7.2 6.4 5.0
ηu [%] Utilization eff. - 47.1 44.3 40.6
ηd [%] Divergence eff. - 80.1 72.0 63.1

Te,max [eV] Maximum Te 10.7∗ 23.5 20.0 16.0

Table 9.1: Thruster performances for simulations varying the anomalous diffusion coefficients
compared to experimental measurements. Note that (∗) measurement is taken at z = 10 cm.

with the experimental values.

Regarding the electron density shown in Fig. 9.2b, estimations from the model of the plasma
density are more accurate, specially allowing to capture the peak electron density values, attained
close to the symmetry axis. Although case with αt = 0.08 estimates Exp. B maximum density
with a 2.5% relative error, case with αt = 0.05 captures as accurately, not only the maximum
density value from Exp. A, but also its angular evolution.

Based on the above-mentioned criteria, the highest agreement between simulations and exper-
iments is achieved for the case of αt = 0.05. Accordingly, this value is selected as the reference
simulation case to continue the analysis in the rest of this work.

Figure 9.6 shows the comparison between measurements and simulations (with increasing αt)
for the axial evolution of both ion current and electron density. Simulation results are plotted
between 5 and 20 cm; experimental data are obtained between 10 and 20 cm. The axial evolution
of the total ion current density, shown in Fig. 9.6a, is properly captured by simulations with
αt = 0.05 when compared to Exp. C. Indeed, the maximum relative error with respect to the
measured value is below is 6.5%. The higher the anomalous diffusion, the steeper the ion current
axial gradient. This effect is explained by the increased beam divergence following the raise in
perpendicular transport.

The axial density measurements are shown in Fig. 9.6b for the CP (solid black) and LP probe
(hollow black). As can be noticed these two measurements feature the highest differences in the
region closest to the thruster, approximately from 10 to 14 cm. It is in this region where the
highest disagreement between numerical and experimental values is found.

The model underestimates the electron expansion along the plume, which denotes that the axial
electron density gradient is not properly captured by the model, specially closer to the thruster.
Further discussion on this disagreement is provided in §9.3.4.

9.3.3 Thruster performances and ion energy

In addition to the measurements performed on plasma properties, also direct thrust and power
deposited in the plasma measurements were obtained. These results are shown in Table 9.1,
compared against model estimations for the different cases considered.

The thruster performances are computed as shown in Chapter 9. The model overestimates the
thrust measured by experiments and so do derived quantities as the specific impulse or the thrust
efficiency. A 46% relative error is obtained between the measured and estimated thrust. It is known
that background pressure can affect thrust measurements of EP devices. In particular, in the case
of the ECR thruster, previous works [141] have reported a decrease in thrust measured from 800
to 400 µN for an increase in background pressure from 10−7 to 10−5 mbar-Xe. Wachs et al. [122]
showed laser induced fluorescence measurements in a similar ECRT to the one analyzed in this
work featuring a 37% ion energy drop for an increase in background pressure from 1.3 × 10−6 to
3.5×10−5 mbar-Xe. A background pressure of 4×10−6 mbar-Xe was measured in our experiments
at the ONERA-B09 facility. This value lies within the range of values reported modifying ECR
performances in the previous ECRT experiments mentioned. Thus, it can be expected that both
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the thrust provided and mean ion energy in the plume when operating in total vacuum (i.e. free
space), which represents the simulated conditions, would be greater than the one obtained in
these experimental conditions. Moreover, the equivalent Xe neutrals density corresponding to the
measured background pressure of 4 × 10−6 mbar-Xe is approximately 1017 m−3. The reference
simulation case used in this comparison estimates a xenon neutral density at the axis in the range
of 1017 > nn > 1016 m−3 for 5.8 < z < 15.3 cm. Therefore, the background pressure measured in
this experiment is expected to alter the collisions in the plume and the expansion along the MN.

Two other figures influenced by anomalous diffusion are the utilization and divergence efficien-
cies. The utilization efficiency is the amount of ion mass flow rate per unit propellant flow rate
used, that is propelled and accelerated along the plume. For increased cross-field diffusion the
electron temperature in the discharge decreases as can be seen in Tab. 9.1. As a consequence, the
level of ionization decreases, deteriorating the utilization efficiency of the discharge.

The drop in divergence efficiency noticed by increasing αt is motivated by the enhanced per-
pendicular electron transport. Along the radial direction, the quasineutral plasma develops an
electrostatic potential that confines the plasma, limiting radial ion currents. As electron magnetic
confinement is deteriorated, the electrons can propagate further in the perpendicular direction and
the radial electrostatic ion barrier is weakened, resulting in higher beam divergence. Overall, αt
increases the proportion of radial ion flux with respect to axial flux, which represents a drop in
divergence efficiency.

(a)
(b)

Figure 9.7: (a) Comparison of the ion energy distribution function of Xe+ at the end of the simulated
plume for different radii (scatter points) and the measured profile from the ion analyzer (solid black
line); (b) Evolution along streamlines S1 (red), S2 (black), and S3 (blue) shown in Fig.9.1b of (a)
Xe+ total energy and (b) ionization source for simulation case with αt = 0.05.

The ion energy distribution function (IEDF) of singly-charged xenon ions is obtained for the
reference simulation case at each surface element of the end of the simulated plume. These are
compared to the distribution function measured with the ion analyzer. Note that the ion analyzer
is located at the end of the chamber (i.e. z ≈ 1.7 m from the thruster).

Figure 9.7a shows the averaged IEDF of the reference simulation case at different radii. The av-
eraging has been computed over the adjacent elements considering a weighting factor proportional
to the associated cell-volume, so that each cell’s IEDF is representative of a cell’s ion population.
The distribution function is represented in arbitrary units.

As can be seen in Fig. 9.7a, the simulation reveals that the Xe+ IEDF shape varies along
the radial direction, featuring a low energy tail closer to the thruster axis. Nonetheless, the peak
energies are not affected and are found at approximately 74 eV. The experimental mean ion energy
are of the order of 65 eV. This difference may be attributed to background pressure effects, but
there are other assumptions that could affect ion acceleration (e.g. dielectric boundary conditions).
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In addition, it is noteworthy to mention that the ion analyzer and the thruster may not be perfectly
aligned.

Figure 9.7b shows the evolution of the singly-charged ions average total energy and ionization
source function along the arc-length parameter s of streamlines S1, S2 and S3, shown in Fig.
9.1b. The total energy takes into account the kinetic and potential energy. Along each streamline,
ions exchange potential and kinetic energy, being the potential energy proportional to the total
potential drop along the streamline. For an ideal expansion, ion total energy is conserved along
every streamline. However, significant ionization along the acceleration results in newly generated
ions with lower kinetic energy, that decreases the mean ion energy of the population accelerating
along that streamline. Figures 9.7b(a) and (b) show that within the thruster chamber the ionization
source is significant and consequently, the total energy of ions decreases. The ionization source
function is proportional to the neutrals and electron density and is highly influenced by local
electron temperature. The simulation ion source function is maximum at the thruster chamber,
and decreases axially along the expansion. After exiting the thruster chamber (s ≳ 2 cm), the
ionization source function features a clear-cut reduction in its derivative, for cases S2 and S3. These
streamlines access the lateral near plume, where the ionization source decreases rapidly, following
neutral density and electron density and temperature. Overall, streamlines with higher divergence
angles feature smaller decrease in total energy as ionization becomes insignificant earlier in the
acceleration. Ions accelerating along S1, the closest to the thruster symmetry axis, feature a 33%
drop in total energy, and 26% compared to ions accelerating along S2 and S3. This is coherent to
the low energy tail appearing in the IEDF shown Fig. 9.7a for lower radius (i.e. r = 0.7 cm). As
expected, once the ionization is negligible, the ion energy stays constant along streamlines.

9.3.4 Electron cooling and other model limitations

The model used in this work, presented in §9.2.2, features a dominant parallel heat conductivity
with respect to its perpendicular counterpart. As a result, after solving the energy balance, isother-
mal electrons are obtained along magnetic field lines. The symmetry axis, which is a magnetic
field line, features isothermal electrons as can be noticed in Fig. 9.8. Along these lines, Boltzmann
relation ϕ−ϕ∗ = ln(n/n∗)Te/e holds. It is known that the isothermal limit not only assumes that
there is no electron cooling in the MN expansion, but also imposes that ϕ−ϕ∗ → −∞ as n/n∗ → 0,
which is inadequate for infinite expansion modeling. Results for the axial evolution of the electron
temperature are shown in Figure 9.8b, where the plume of an ECRT is seen to exhibit electron
cooling as was found in the past in Ref. [52]. Electron cooling is measured experimentally, as the
electron temperature decreases with z from 10.7 to 5.2 eV between z = 10 and z = 20 cm.

Although not justified for a collisionless plasma plume, the polytropic state law

Te = Te0

(
ne
ne0

)γ−1

, (9.3–2)

where Te0, ne0 are the electron temperature and density at the thruster exit plane (i.e. z = 2 cm),
and γ the polytropic expansion coefficient, has been used in the past to model electron cooling and
successfully provide estimations of the general characteristics of a plume expansion [142, 143]. For
Exp. C, averaging the axial density measurements shown in Fig. 9.6b and combining them with
the LP electron temperature measurements, an experimental polytropic coefficient γ = 1.34± 0.04
is obtained. Merging the numerical values for Te0, ne(r = 0), ne0 with the experimental polytropic
coefficient as in Eq. (9.3–2), an axial electron temperature evolution is obtained for each αt case
(shown in dashed diamond in Figure 9.8b). These profiles are compared to the experimental
electron temperature measurements. The experimental temperature is best captured for αt = 0.05
case.

As in previous works [52], it was noticed that taking subsets of experimental data at different
axial positions would result in different polytropic coefficients. As a consequence, we can conclude
that the MN of an ECRT cannot be modeled by a polytropic law. The electron temperature is
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(a) (b)

(c) (d)

Figure 9.8: Comparison of Langmuir probe measurements of the electric potential and electron
temperature to model results at 2 SCCM - 30 W. The reference plasma potential (ϕ∗) is taken with
respect to the experimental values at z = 10 cm for the axial profile, and at ψ = 0◦ for the angular.
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known to decrease along magnetic field lines even in a collisionless scenario, far away from local
thermodynamic equilibrium, as a consequence of the kinetics of the electron population and further
refined models are needed to model the plume expansion in a MN [118, 144, 145].

As the model considers a finite simulation domain, it requires the intuition and definition of
adequate boundary conditions. In this model dielectric boundary conditions are used for the open
boundaries. Although this boundary condition is simpler to implement as it is local, the definition of
a null integrated current boundary condition is more realistic, which is another critical improvement
to be carried out in the forthcoming model developments. In Fig. 9.8a it can be noticed that
the estimated potential drop for all cases reproduces fairly that of experiments. However, the
disagreement is expected to increase for longer simulated plumes, as electron cooling in the plume
leads to finite electrostatic potential drop, opposite to the infinite drop estimated in the isothermal
limit.

Another aspect not considered up to this point is that the diffusion coefficient for particle is not
necessarily that for energy diffusion. Although the angular electron density profiles were captured
for αt = 0.05, the electron temperature angular profiles shown in Figure 9.8c disagree. Despite
the fact that the collisionless cooling, not considered in this model, may play a significant role,
the disagreement could also be explained by insufficient energy anomalous diffusion at the thruster
source. As can be seen, from αt = 0.035 to 0.08 the peak electron temperature decreases by 32%
and, the angular profile is smoother the higher the anomalous transport. This effect can be also
seen for the plasma potential shown in Figure 9.8d.

However, a single anomalous transport coefficient is unable to capture both electron temperature
and density measurements simultaneously. In this work, the anomalous transport coefficient used in
both momentum (i.e. Fturb) and heat flux (i.e. Yturb) contributions is equal. Fixing the momentum
contribution to that of αt = 0.05, a sensitivity analysis on the anomalous heat transport coefficient
(i.e. in Yturb) showed that it has a dominant effect on the electron temperature while having minor
impact on angular distributions of both electron density and ion current. In conclusion, the ECRT
discharge is likely to feature greater levels of anomalous cross-field energy diffusion than particle
diffusion.

9.4 Concluding remarks

In this work, angular and longitudinal probe measurements of thrust balance measurements, and
self-consistent numerical simulations of an ECRT prototype that integrate the slow plasma dynam-
ics and the fast electromagnetic fields, have been compared with the main goal of benchmarking
the physical model of this device. This is part of the ongoing effort toward the improvement
and validation of our current understanding of the phenomena involved in the operation of ECR
thrusters, essential for the eventual optimization of the technology.

A thorough comparison is hindered by the inherent limitations of experimental measurements,
namely (1) the error associated to probe measurements, (2) the inability to obtain measurements
closer to the thruster exit or even inside the ionization chamber without introducing an excessive
perturbation, (3) the influence of background pressure on the magnetic nozzle expansion, and (4)
the effect of wall ageing on repeatability and thruster operation. Nevertheless, and taking all these
caveats into account, the model shows reasonable to good agreement with the observed plasma
density and ion current density angular and longitudinal profiles, downstream ion distribution
function, and thruster performances.

It has been shown that the cross-field plasma transport is larger than the one predicted by
classical models, and that some form of enhanced (anomalous) transport is needed to correctly
reproduce the plasma and thrust measurements. The present work has explored this with a simple,
phenomenological, uniparametric anomalous transport model, similar to those used in Hall effect
thruster modeling, that lowers the effective Hall parameter in the plasma, finding that values of
αt ≃ 0.05 − 0.08 adequately reproduce the behavior of the measurements. An annular-shaped
plasma profile is seen to form in the source region due to the presence of the central antenna
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pole, which gradually evolves into a single-peaked profile downstream. The distance in which this
transition occurs is seen to depend on the anomalous transport parameter. To our knowledge,
this is the first time that some form of anomalous transport has been suggested in ECRTs. More
advanced models are likely needed to properly reproduce the complexities of their physics and
constitue an open area of research.

The comparison has also enabled the identification of key areas of improvement of the model.
Firstly, the electron heat flux closure relation presently employed must be corrected, and possi-
bly incorporate the latest kinetic modeling results [145, 146], to accurately predict the observed
electron cooling along the magnetic nozzle. Secondly, boundary conditions for the electrostatic po-
tential must be designed carefully to better represent the expansion of a plasma plume to infinity.
Additionally, background pressure effects could be included in the model, as this would lead to
a better understanding of their influence on the measurements and facilitate the “translation” of
vacuum-chamber data to in-flight conditions.

On the experimental side, any improvements to mitigate the drawbacks listed above would
enable a deeper validation of the model. In particular, measurements of the plasma properties
further upstream (perhaps using different plasma diagnostic techniques than the ones employed
here to limit perturbation of the thruster operation) would be needed to elucidate the right physics
of the plasma source region and near plume, the plausible existence of an annular-shaped, hollow
plasma due to the presence of the antenna in this region, and better assess the magnitude of
cross-field transport.



Chapter 10

Conclusions

In order to conclude this thesis, its major contributions have been summarized in §10.1, followed
by the future research lines identified to continue this work, shown in §10.2.

10.1 Main thesis contributions

In this thesis we have developed, applied and partially validated an ECRT simulation model
covering the main physical phenomena taking place in ECRT plasma discharges.

The one dimensional model of Williamson [34] for the propagation and absorption of RHP waves
in ECR plasmas has been thoroughly revisited and its main details have been discussed, including
the asymptotic solutions obtained by Budden [55]. The effects of the dimensionless electron density
and collisionality on the propagation and absorption of RHP waves crossing a cutoff resonance
system have been investigated for both, waves propagating in the (i) increasing and (ii) decreasing
magnetic field direction. The collisionless estimations of the reflection, transmission and absorpton
coefficients obtained by Budden were captured by the simulations including wave damping. Only
for both γ ∼ η or greater, and in the case of RHP waves propagating in the increasing magnetic
field direction, the collisionless estimations have been observed to fail as the cutoff structure is
sufficiently modified by such level of collisionality. As a result, the reflection coefficient decreases,
and both the transmission and absorption coefficients increase. This level of electron collisionality
is far from the one expected in ECRTs (i.e. η ≫ γ). Instead, the main effect of including damping
in the cold plasma tensor formulation, and thus, in the waves dispersion relation, is the thickness
increase of the resonant region.

The collisionless electron individual response to RHP wave fields has been investigated and
compared to the analytical solution obtained by Lieberman [30], based on the stationary phase
method. The analytical solution has been revisited and the main conclusions on the heating
mechanism for a uniformly distributed electron population in phase are found to be: (i) the mean
energy gain of the electrons due to ECR is always positive; (ii) the higher both the gradient in the
normalized magnetic field and electron parallel velocity at the ECR region, the lower the energy
gain per electron; (iii) the energy gain is proportional to the RHP wave amplitude at the resonance
squared, leading to the need of determining accurately the electric field wave to estimate absorption
properly; (iv) the higher the initial perpendicular velocity of electrons, the higher the electric field
required to produce an energy gain to all phases; (v) for an increasing ratio ∆A/A(−∞), the
electron phases approach to a single gyrophase, with a phase dispersion that decreases with that
ratio; as a result, after a resonance crossing with significant heating, electrons “lose track” of
their initial gyrophase and the resulting electron population features a phase synchronization or
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coalescence. The analytical solutions based on the stationary phase method have been compared
to the exact numerical solution utilizing (i) a stationary electric field which is that of the solution at
the resonance, i.e. Ē = Ē−(0); (ii) the solution of the RHP wavefield including its axial evolution
(i.e. Ē = Ē−(s)). The results verify that case (i) recovers the analytical solution, and that for
case (ii) it is shown that the analytical solution overestimates absorption, specially for cases with
η ≥ 1.

One of the principal outputs of this thesis is a two-dimensional axisymmetric full-wave model
of the electromagnetic wave propagation and power absorption in ECRT plasma discharges. The
development of the model followed a thorough literature review of the existing models of different
phenomena involved in the propagation of electromagnetic waves in magnetized plasmas and also,
in the absorption of electromagnetic waves in ECR plasmas. The two-dimensional axisymmet-
ric model has been implemented in a computational code called ATHAMES. The code has been
implemented in object oriented programming language C++, and its design has been simplified
featuring a modular architecture that facilitates extending its capabilities with future model up-
grades. The code uses the finite element method to solve Maxwell’s inhomogeneous wave equation
in the presence of ECR plasmas. The method allows obtaining numerical solutions taking advan-
tage of the benefits of using unstructured meshes, including (i) the ability to solve in arbitrary and
complex geometries, allowing to define curved geometries avoiding stair-stepping issues, and (ii)
the capability of defining local refinement strategies based on the requirements of each region in the
simulation domain. This latter feature is utilized to carry out a predictive mesh refinement, where
the mesh element size distribution is defined by the estimated local minimum wavelength. This
minimum wavelength is computed employing the dispersion relations for each propagating mode
at each point using the collisional dielectric tensor formulation and the local plasma and magnetic
properties. This feature allows to obtain accurate and efficient solutions at each node in the simu-
lation domain. Specifically, predictive refinement has been proven to be relevant in the mitigation
of high-frequency oscillations found in the electromagnetic field solutions in the vicinity of UHR
and the P cutoff surfaces. A thorough verification campaign of ATHAMES has been carried out
using mainly the MMS to develop several integration tests. Other analyses, as the effect mesh
refinement on the electromagnetic solutions have also been verified. Additionally, special attention
has been devoted to the effects of using a collisional cold plasma tensor formulation. Similarly to
what was found for the one-dimensional model, the results of the two-dimensional model showed
that the fundamental effect of wave damping is to widen the thickness of the resonant absorption
region, in general located at the ECR region for the plasmas investigated in this thesis.

The code ATHAMES has been coupled to the hybrid PIC/fluid plasma transport code HY-
PHEN to obtain coupled plasma transport and electromagnetic wave simulations approaching
self-consistency. The codes have been utilized to characterize the plasma properties and thruster
performances of an ECR thruster operating at 30 W input power and 0.2 mg/s xenon flow rate, and
to understand its principal operational principles. Maximum electron density and pressure have
been found to be located at an intermediate radius. Azimuthal electron current are found to shear
at the radius of maximum electron pressure. Two differentiated regions of the plasma have been
observed: one diamagnetic with respect to the applied magnetic field that generates positive thrust,
and another one, paramagnetic, with a negative thrust contribution. An electron temperature of
approximately 28 eV has been obtained at the symmetry axis, consistent with experimental values
reported by Lafleur et al. [119] and later by Correyero et al. [52]. Results also revealed mutual
dependency between the quasi-steady plasma properties and the fast electromagnetic fields. For
instance, as could be expected, the plasma density has been seen to influences the electromagnetic
propagation and absorption landscape within the thruster (i.e. the location of the different cutoffs
and resonances as the UHR). The electron temperature has been observed to be driven mainly
by the power absorption profile, suggesting its dominant character in the electron internal energy
balance. It has been shown that multiple electromagnetic propagation regions coexist within these
plasma discharges. Wave structures were not observed in the majority of the domain, which could
be anticipated given the small thruster dimensions and the presence of a dominant evanescent
region downstream the ECR (i.e. region V). The only exception found occurs in the vicinity of
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the inner rod, where a short wavelength wave mode is observed. This wave mode appears as a
result of the “opening” of an EM wave propagation channel close to the inner rod in the form of
CMA regions III and IV. This channel is opened due to the plasma density depletion found in
the vicinity of the inner rod which is mainly explained by wall recombination. Regarding power
absorption, it has been verified that the estimated location of the principal part of electromagnetic
power absorption is located at the ECR region. Interestingly, it has been shown that in the case
of coaxial ECRTs, the power absorption takes place at the ECR region and close to the inner
rod surface. The EM power absorption has also been demonstrated to be driven mainly by radial
EM-wave electric fields close to the ECR. These fields exhibit their maximum magnitude in the
vicinity of the inner rod, both due to the presence of this propagation channel and the natural
topology of the TEM mode in a coaxial geometry. As a consequence of this power absorption shape,
and its dominance in the electron internal energy balance, the location of the maximum electron
temperature was also found close to the inner rod. The ratio of reflected power has been observed
to be below 10%, denoting the good coupling efficiency obtained with this technology. Fair agree-
ment with experimental measurements [26] of the ECRT simulated has been obtained, estimating
a rather poor overall thruster efficiency around 6%. The thrust is also captured by the model,
and a reasonably good agreement is found in the proportion of magnetic (62%) to total thrust
reported by experiments [123]. The obtained meager utilization efficiency (around 50%), also in
agreement with experimental measurements, has been identified previously in other electrodeless
thrusters as the HPT [125]. Another hindering characteristic of this thruster is that 63% of the
power fed to the thruster is lost through the walls in the means of heat, specially through the inner
rod surface (32.1%) and the backplate (25.2%). The latter is characteristic of the magnetically
unshielded backwalls [98, 124]. Nevertheless, the heat load at the inner rod is much greater due to
its much smaller area compared to that of the backplate. This, combined to the considerable ion
impact energies found at the inner rod, could explain the erosion observed experimentally in this
component. Further efforts should be taken on modifying the thruster design to reduce the heat
wall losses, specially at the inner rod, but also to a minor degree at the backplate.

A thorough parametric investigation has been carried out on both the ECRT operating point and
its design, to firstly analyze its performances, and secondly, the evolution of the plasma variables,
seeking for potential improvements on the thruster design. The energy per particle (Pa/ṁ) has
been observed to be a key parameter driving thruster performance. This parameter is strongly
correlated to the electron temperature which affects considerably the utilization and also the wall
losses. The former showed a major limitation due to an undesirably high level of ion recombination
at the walls, which resulted in neutrals being ionized multiple times on average. The latter were
found to be dominated by the electron contribution, as SEE saturation has been observed to
occur in all thruster walls close to the inner rod, as the electron temperature close to these walls
exceeded the half-crossover energy of boron nitride. As a result of this work it has been suggested
to modify the material used for the thruster walls. No improvement has been found on the overall
performances when modifying the operating point, being the nominal case close to the optimal
in terms of overall thrust efficiency. Regarding the analysis performed on the thruster design two
main design choices were analyzed for the ECR30 thruster: (i) the location of the ECR region and
(ii) the injector location and orientation. The displacement of the ECR further downstream while
still within the thruster chamber has been found to provide no significant performance variations.
The main difference observed was the displacement of the fundamental power absorption region
following the ECR location. The special case of an ECRT without ECR (i.e. located upstream
the thruster backplate) resulted in EM power absorption located at the EM parametric region III,
close to the UHR. As it could be expected, the ECR has been demonstrated to be a more effective
method of electromagnetic power absorption than the UHR, and this case proved to have both
lower performances and maximum plasma density achieved in the discharge. Regarding the injector
location, it has been shown that radial injection results in improvements on thruster performance
as it increases the homogeneity of the neutral density within the thruster chamber, increasing the
ionization close to the inner wall, decreasing the local temperature there, and as a result, lowering
wall losses with respect to axial injection configurations.
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The analysis carried out on alternative propellants assessed the expected behavior of the thruster
performances with the propellants used. Overall, differences among xenon, krypton and argon were
minor. Argon exhibited the worst performances amongst all the alternatives, motivated by both
its higher ionization cost and its lighter molecular mass (this latter increasing the acceleration
of the propellant), driving down plasma density of the discharge. Surprisingly, this effect was
compensated in the case of krypton, as it featured improved energy efficiency as a result of the
decreased wall losses. In conclusion, krypton was suggested as a feasible cost-effective candidate
given its lower commercial cost compared to xenon.

The investigation on upscaling the device showed that several features are characteristic of
the ECR thruster technology, as, for instance, the maximum electron density and pressure being
located at an intermediate radius, the shearing azimuthal electron currents, the differentiated
diamagnetic and paramagnetic regions, the latter resulting in a negative thrust contribution, and
also the electron density depletion close to the inner rod. Other features as the location of the
region of maximum power absorption have been shown to be maintained when the thruster was
scaled up. Amongst the fundamental differences, the 200W ECRT versions resulted in (i) increased
utilization efficiencies (up to a 40%) due to the increase in the ionization length ratio obtained
by the increase in thruster length, (ii) decreased wall losses expected since it decreased the area
to volume ratio, (iii) increased energy efficiency and (iv) overall an increase of 100% in relative
thruster efficiency.

As a final part of this thesis, in a joint collaboration with ONERA research center, a combined
numerical and experimental campaign carried out at their facilities, has enabled the comparison
of simulation and measurement data. The presented results show a reasonable to good agreement
between the model and the experimental data. It has been shown that the cross-field plasma
transport in the ECRT is larger than the one predicted by classical models, and that some form of
enhanced (anomalous) transport is needed to correctly reproduce the plasma properties and thrust
measuremed. This comparison has explored this matter with a simple, phenomenological, unipara-
metric anomalous transport model, which lowers the effective Hall parameter in the plasma, finding
that values of αt ≃ 0.05 partially reproduce the behavior found in the measurements. An annular-
shaped plasma profile has been seen to form in the source region in the model due to the presence
of the inner rod, which gradually evolves into a single-peaked profile downstream. The distance
in which this transition occurs is seen to depend on the anomalous transport parameter. The
disagreements and a sensitivity analysis made on both anomalous diffusion coefficients (momen-
tum and heat) suggested that the heat anomalous diffusion coefficient should be greater to reduce
the differences between measurements and experiments. Further advanced models are needed to
capture all the details of the complex phenomena taking place in ECRT discharges. Specifically,
several potential improvements on the electron fluid were identified and are commented in §10.2.
A thorough comparison is hindered by the inherent limitations of experimental measurements,
namely (1) the error associated to probe measurements, (2) the inability to bring the electrostatic
probes too close to the thruster ionization chamber without introducing an excessive perturbation,
(3) the influence of background pressure on the magnetic nozzle expansion, and (4) the effect of
wall ageing on repeatability and thruster operation. Nevertheless, and taking all these caveats into
account, the model shows reasonable to good agreement between the observed plasma density and
ion current density angular and longitudinal profiles, downstream ion distribution function and
thruster performances.

10.2 Future research lines

Several improvements of the different models used in this thesis have been identified. Firstly, the
current version of ATHAMES is ready to be extended to all possible axisymmetric modes which
would allow to model other EP technologies utilizing electromagnetic power absorption as means
of plasma generation and energization (e.g. the HPT). Other features that could be introduced are
other boundary conditions as an absorbing boundary condition, the implementation of perfectly
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matched layers for adequate simulation of electromagnetic problems with significant stray radiation.
Additionally, MPI parallelization of ATHAMES would be suggested if future simulations re-

quired scalability. Also, as the condition number of the linear systems to be solved would benefit
from a complex variational formulation, the use of complex number solvers would also be rec-
ommended, being this feature available in a newer versions of MFEM library. Alternatively, the
use of different preconditioners for accelerating the problem solution still using a real variational
formulation could be investigated.

The collisional cold plasma model used in this thesis employs the effective electron collisionality
obtained from the electron fluid model. Although the impact of this variable on the model solutions
applied to the ECRT has been estimated to be minor, alternative methods for its estimation could
be used, including kinetic effects utilizing an electron distribution function, and of ions if their
susceptibility was not negligible for the application studied.

The validation campaign carried out with the real prototype revealed several improvements to be
implemented in the electron fluid model of HYPHEN, among which three aspects are highlighted.
Firstly, the electron heat flux closure relation presently employed must be corrected, and possi-
bly incorporate the latest kinetic modeling results [145, 146], to accurately predict the observed
electron cooling along the magnetic nozzle. Secondly, boundary conditions for the electrostatic
potential must be designed carefully to better represent the expansion of a plasma plume to in-
finity. Thirdly, background pressure effects could be included in the model, as this would lead to
a better understanding of their influence on the measurements. This will also be an interesting
tool to facilitate the vacuum-chamber to in-flight data comparison and improve the understanding
of the effect of the test facilities on the measured performances on ground, which is known to be
relevant for these devices [141]. Finally, an additional area of further work is the investigation
and the formulation of more advanced anomalous transport models for the ECRT, starting with
non-uniform anomalous transport coefficient profiles.





Chapter A

Simulation list

This appendix gathers the simulation results of the parametric investigation (see Chapter 6).

Simulation outline

• CASE REF: reference simulation of the ECR thruster. The simulated domain extends 6 cm
axially and 4.125 cm radially. The transport simulation domain includes the top plume
that extends from the last applied magnetic field line exiting the thruster chamber to the
maximum radius of the domain. Simulation includes both singly-charged and doubly-charged
ionization.

• CASE I2: in this simulation the plume is truncated close to the thruster. Modifications are
summarized in section §6.1. The simulation domain extends 4 cm axially and the top plume
has been removed. CEX collisions have been deactivated. Both PIC-mesh and MFAM have
been coarsened. The timestep of ions and electrons has also been increased.

• CASE RED: case I2 without double ions. It is the so-called “reduced” case and has been used
as the nominal simulation to vary parameters to perform this parametric analyses.

• CASE M0: case RED with injected mass flow rated modified to 0.15 mg/s.

• CASE M2: case RED with injected mass flow rated modified to 0.25 mg/s.

• CASE P0: case RED with injected electromagnetic power modified to 15 W.

• CASE P2: case RED with injected electromagnetic power modified to 45 W.

• CASE ECR0: case RED with a scaling factor used in the applied magnetic field intensity,
Bfactor = 0.8 so that the ECR is located behind the thruster backplate (see Fig. 6.21).

• CASE ECR2: case RED with a scaling factor used in the applied magnetic field intensity,
Bfactor = 1.25, displacing the ECR slightly downstream (see Fig. 6.21).

• CASE INJZ0: case RED with injector port (still at the back plate) moved towards the inner
rod and closer to the applied magnetic field line exhibiting maximum electron temperature
in the thruster (see details at Tab. A.1).

• CASE INJR: case RED with injector port located at the lateral, close to the backplate (see
details at Tab. A.1).
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ṁ
M
as
s
fl
ow

ra
te

m
g/
s

0
.2

0
.2

0
.2

0
.1
5

0
.2
5

0
.2

0
.2

0
.2

0
.2

0.
2

0
.2

0
.2

0
.2

P
f

P
ow

er
in
p
u
t
/
fo
rw

ar
d
ed

W
30

30
30

30
30

1
5

4
5

30
30

3
0

3
0

5
1

1
2
9

1

B
f
a
c
to
r

A
p
p
li
ed

m
ag
n
et
ic

fi
el
d
sc
al
in
g
fa
ct
or

[
-
]

1
1

1
1

1
1

1
0
.8

1
.2
5

1
1

1
1

z
in
j

In
je
ct
io
n
su
rf
ac
e
ce
n
te
r
z

[
cm

]
0
.0

0
.0

0
.0

0
.0

0
.0

0
.0

0
.0

0
.0

0
.0

0.
0

0
.4

-
-

r
in
j

In
je
ct
io
n
su
rf
ac
e
ce
n
te
r
r

[
cm

]
0
.5
7
35

0
.5
73
5

0
.5
73
5

0
.5
73
5

0
.5
73
5

0
.5
73
5

0
.5
73
5

0
.5
73
5

0
.5
73
5

0
.3
5

1
.3
7
5

-
-

n
in
j

In
je
ct
or

su
rf
ac
e
n
or
m
al

[
-
]

1
z

1
z

1
z

1
z

1
z

1
z

1
z

1
z

1
z

1
z

−
1
r

1
z

1
z

η c
C
ou

p
li
n
g
effi

ci
en
cy

%
91
.8

92
.6

91
.1

96
.1

80
.0

87
.6

91
.6

18
.1

98
.2

6
4
.5

6
8
.5

−
−

P
a

A
b
so
rb
ed

p
ow

er
W

26
.9

27
.8

27
.3

28
.8

24
.0

13
.1

41
.2

5.
42

29
.5

1
9
.3

2
0
.6

3
2
.2

1
1
8.
3

1

F
T
h
ru
st

m
N

0.
84
0

0.
74
1

0
.7
28

0.
53
0

0
.7
81

0.
47
9

0
.8
27

0.
23
8

0
.7
20

0.
6
3
1

0
.7
1
3

0.
8
5
0

0
.4
2
0

F
i

Io
n
th
ru
st

m
N

0.
61
1

0.
49
6

0
.4
89

0.
34
9

0
.5
15

0.
29
6

0
.5
64

0.
12
4

0
.4
85

0.
4
2
1

0
.4
9
0

-
-

F
e

E
le
ct
ro
n
th
ru
st

m
N

0.
16
2

0.
18
6

0
.1
69

0.
12
5

0
.1
93

0.
12
0

0
.1
97

0.
05
0

0
.1
73

0.
1
3
9

0
.1
4
9

-
-

F
n

N
eu
tr
al

th
ru
st

m
N

0.
06
7

0.
05
9

0
.0
70

0.
05
6

0
.0
73

0.
06
3

0
.0
66

0.
06
4

0
.0
62

0.
0
7
0

0
.0
7
3

-
-

I s
p

S
p
ec
ifi
c
im

p
u
ls
e

s
42
8

37
8

3
71

36
0

31
9

24
4

42
2

12
2

36
7

3
2
2

3
6
4

4
2
9

2
1
4

I i
Io
n
cu
rr
en
t

A
0.
08
2

0.
08
7

0
.0
71

0.
04
9

0.
09

0.
05
5

0.
08

0.
03

0.
07
6

0.
0
6
8

0
.0
7
4

0.
0
6
2

0
.0
3
6

η F
T
h
ru
st

effi
ci
en
cy

%
6
.6

5
.3

4
.9

3
.2

5
.1

4
.4

4
.1

2
.7

4
.4

5.
1

6
.2

5
.6

1
2.
4

1

η u
U
ti
li
za
ti
on

effi
ci
en
cy

%
50
.0

53
.0

49
.0

44
.0

49
.0

37
.5

54
.5

20
.1

52
.0

4
6
.0

5
0
.5

4
5.
1

2
5

η e
E
n
er
gy

effi
ci
en
cy

%
25
.3

22
.9

22
.5

16
.5

23
.2

23
.7

17
.8

23
.4

19
.2

2
2
.0

2
4
.9

1
6

-
η c

C
on

ve
rs
io
n
effi

ci
en
cy

%
32
.2

25
.1

25
.9

26
.3

25
.2

25
.6

25
.3

28
.4

26
.0

2
8
.2

2
8
.6

-
-

η d
D
iv
er
ge
n
ce

effi
ci
en
cy

%
91
.2

85
.8

84
.1

80
.4

84
.8

80
.6

85
.3

61
.3

83
.3

8
5
.3

8
6
.8

7
0

7
0

ϵ e
x
c

E
x
ci
ta
ti
on

lo
ss
es

%
4
.8

4
.9

5
.1

2
.7

7
.1

7
.2

3
.5

9
.1

4
.3

7.
3

8
.8

−
−

ϵ i
o
n

Io
n
iz
at
io
n
lo
ss
es

%
7
.0

7
.1

7
.7

5
.0

10
.1

10
.6

5.
9

12
.2

6.
6

9.
8

1
1
.2

−
−

ϵ w
a
ll

W
al
l
lo
ss
es

%
63
.0

65
.4

67
.3

76
.4

60
.1

59
.2

73
.5

59
.4

70
.5

6
2
.4

5
6
.9

−
−

Table A.1: Outline of cases studied in the parametric investigation shown in chapter 6, including
operational parameters, electromagnetic performances, thruster performances and losses conspectus.
ONERA’s experiments Pf includes the power losses in the cables, the feed-through, the DC block,
and the connectors/adapters, which are estimated to be at least 2dB. The overall thruster efficiencies
shown here use the estimated absorbed power for the experiments.
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Case REF

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.1: Principal simulation results of case REF.
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Case I2

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.2: Principal simulation results of case I2.
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Case RED

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.3: Principal simulation results of case RED.
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Case M0

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.4: Principal simulation results of case M0.
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Case M2

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.5: Principal simulation results of case M2.
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Case P0

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.6: Principal simulation results of case P0.
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Case P2

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.7: Principal simulation results of case P2.



186

Case ECR0

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.8: Principal simulation results of case ECR0.
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Case ECR2

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.9: Principal simulation results of case ECR2.
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Case INJZ0

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.10: Principal simulation results of case INJZ0.
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Case INJR

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Figure A.11: Principal simulation results of case INJR.
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[16] J. Navarro-Cavallé, M. Merino, and E. Ahedo. The helicon plasma thruster: State-of-art
prototypes and modeling. Plasma Sources Science and Technology.
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