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Abstract

This thesis is dedicated to the development of several diagnostics for the charac-
terization of electric propulsion devices in general and of RF and helicon plasma
thrusters in particular.

Electric rocket propulsion is now a widely adopted technology in both scientific
and commercial space missions. The lack of a fundamental limit on the specific
impulse results in greatly reduced propellant consumption. However, as these sys-
tems are power limited the thrust they produce is rather low, which implies longer
maneuver times. Despite this, for in-orbit maneuvers such as constellation deploy-
ment, orbit raising, orbit maintenance, drag compensation and deorbiting it is often
the optimal solution.

Currently the electric propulsion market is dominated by Hall-effect and gridded
ion thrusters which have been successfully used for many decades now. Despite their
success these technologies have their drawbacks such as a dependency on (costly)
Xenon, electrode erosion, a high cost and a need for complex cathode neutralizers.
For this reason new alternative electric propulsion technologies are being developed,
among them electrode-less thrusters such as RF and helicon thrusters. These de-
vices are still in an early stage and require continued investigation to understand
the underlying physical principles as well as to characterize their performance to
guide iterative design.

Experimental characterization of electric thrusters in general and RF and helicon
thrusters in particular depends on diagnostic methods which can be divided into
indirect characterization, i.e. plasma diagnostics and direct characterization by
means of direct thrust measurements, using a thrust balance. Plasma diagnostics
can be further divided into electrostatic probes which can perturb the plasma,
and optical diagnostics which do not. The former being inexpensive and simple,
while the latter are generally costly and more complex but give access to regions of
the plasma otherwise inaccessible to probes. Generally a combination of multiple
diagnostic methods is required to fully characterize a thruster.

In this thesis a variety of diagnostic methods are designed, manufactured and
tested. In chapter 3 several electrostatic probes are developed or procured: an RF-
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xii Abstract

compensated Langmuir probe, a Faraday probe, and emissive probe and a retarding
potential analyzer. Together they give access to the following plasma parameters:
plasma density, plasma potential, electron temperature, ion current density and ion
energy. Furthermore, a 2D polar probe positioning system is developed to yield local
measurements in the horizontal, polar plane from 0-400 mm downstream and -90 to
+90 degree. The probe positions system and the probes are combined to yield 1D
and 2D maps of the plasma parameters in the plume expansion of a helicon thruster.
From these measurements secondary performance parameters can be derived such
as utilization efficiency, divergence efficiency and divergence angle. Furthermore,
several probe results are combined to produce global performance parameters such
as the axial beam power, thrust efficiency, thrust and specific impulse.

Direct thrust measurements by means of a thrust balance are the golden
standard for measuring thrust and, concurrently, the specific impulse in electric
thrusters. Therefore in chapter 4 a novel thrust balance is developed to deal specifi-
cally with the peculiarities of helicon plasma thrusters such a a low thrust-to-weight,
strong RF and magnetic fields, high heat fluxes. A new thrust balance based on
the Variable Amplitude Hanging Pendulum with Extended Range (VAHPER) con-
cept has been developed. The thrust balance includes a mechanical amplification
mechanism with an angular magnification of 31 resulting in an equal improvement
of the sensitivity. Using Lagrangian mechanics, we show that the TB loaded with a
5.2-kg thruster prototype behaves like a damped harmonic oscillator with a natural
frequency of 0.37 Hz. A variable damping system provides damping with an opti-
mal damping ratio of 0.78, which corresponds to a settling time of only 1.8 s. Both
the model and the damping and calibration system have been validated. To accom-
modate the particularities of a medium power electrode-less plasma thrusters, the
thrust balance design includes the following features: an optical displacement sen-
sor, water cooling, liquid metal connectors, and dedicated vacuum-rated electronics
for auto-leveling, remote (in-vacuum) calibration, and temperature monitoring. To
test the thrust balance, measurements were performed on a 500-W Helicon Plasma
Thruster breadboard model. When loaded with this thruster, the measured stiffness
of the system was 12.67 ± 0.01 mN/mm. For this stiffness, the thrust range is 150
mN with a 0.1-mN resolution. The relative uncertainty on the thrust measurements
is found to be on the order of 2%.

High power RF requires rather thick and therefore rigid coaxial cables which
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interfere with the sensitivity of the thrust balance. Therefore if the RF connection
has to be mechanically decoupled from the moving part of the thrust balance. In the
current prototype this is achieved by mounting the RF antenna on the fixed rather
than the mobile part of the balance. However, to enable this for future iterations of
the thruster where the antenna will be integrated, a wireless capacitively coupled
power transfer system is proposed. The solution is modeled and a first prototype is
constructed and tested. Power transfer of up to 50W with a transmission efficiency
of 90% is achieved. Furthermore, it is demonstrated that the performance can be
tuned by varying the distance between the electrodes.

Lastly, in chapter 5 a corona model is developed for the obtention of the electron
temperature from low-resolution spectroscopy data. The model is a refined imple-
mentation of the Karabadzhak-Chiu-Dressler model and considers 11 NIR lines
emanating from the Xe I 2p levels and includes excitation from the 1s5 metastable
level. Relevant cross section data of the KCD model is reviewed and updated were
possible and 3 additional NIR lines were included. The model is implemented in
MATLab to automatize processing of emission spectra. A script loads the cross
sections, calculates the rate coefficients, metastable fraction and the corresponding
line intensities for a range of electron temperatures. This array of line intensities as
a function of electron temperature is then compared to the experimental spectra by
calculating the χ2. The temperature for which χ2 is minimum is assumed to be the
actual electron temperature. The model is validated as much as possible against
data available in the work of Dressler et al. with reasonable agreement. The model
is subsequently applied to spectroscopic data from the HPT05M thruster and results
are compared to probe data. However, there is a yet unexplained and unacceptably
large discrepancy between the probe data and the optical emission measurements.
So far the model cannot be relied upon to produce accurate electron temperature
measurements. Several explanations are proposed but further investigation is re-
quired.
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CHAPTER

ONE

Introduction

“All civilizations become either space-faring or
extinct.”

— Carl Sagan

1.1 Background

Space exploration began in earnest in 1957 when the Soviet Union launched the first
artificial satellite, Sputnik 1, into orbit and reached its peak about a decade later,
1969 when the United States landed the first man on the moon. Since then humans
have visited the moon multiple times over, established a perpetual presence in or-
bit with the inauguration of the International Space Station in 2000 and launched
multiple probes to other planets, such Mars, Venus, Jupiter and Saturn. Com-
mercial use of space assets until fairly recently was limited to large geostationary
communication satellites.

However one can argue that in the last few decades we have entered the age
of space exploitation. The space industry is rapidly developing into a booming
private industry. The miniaturization of satellites, driven by the miniaturization
of consumer electronics, and the reduction in launch costs due to reusable launch
vehicles and competition in the launcher market, has reduced the cost of putting an
asset into orbit to the extent that even smaller start-ups can now aspire to own and
operate a fleet of satellites. Commercial constellations in low-Earth orbit (LEO)
for anything from Earth observation (EO), communication, internet-of-things (IoT)
and other applications are becoming increasingly lucrative business models and even
more exotic applications such as in-orbit manufacturing, in-orbit servicing and space
mining are topics of discussion. And with the Lunar gateway project and a possible

1
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mission to Mars effort in human space flight is also increasing.
In light of all the above, it is clear that space exploration and exploitation are

experiencing a new boom. With the a record number of 1400 satellites launched
only in the past year, LEO is getting more crowded. In the first half of the same year
alone, SpaceX had to perform 2219 collision avoidance maneuvers. This astonishing
fact alone points to a glaring fact: spacecraft needs propulsion. Not just for collision
avoidance, but also for a myriad of other maneuvers such as orbit change, orbit
maintenance, constellation deployment, drag compensation, formation flying, de-
orbiting and deep space missions.

1.1.1 Space Propulsion

Due to the lack of a medium, in-space propulsion is necessarily rocket propulsion.
That is to say a propulsion system that carries its own reaction mass. Rocket
propulsion is often equated with chemical propulsion where a propellant consisting
of fuel and an oxidizer are combusted in a reaction chamber after which its hot
reaction products thermally expand in a bell shaped nozzle. In this process internal
energy is first converted into heat which is then converted into directed kinetic
energy. The thrust generated is proportional to the change in momentum, and
since generally the exhaust velocity of the ejected reaction mass is constant, the
thrust is proportional to the ejected mass flow rate.

F = ṁvex (1.1)

The exhaust velocity in chemical rocket engines is limited by the internal energy
of the propellant. The highest exhaust velocity, or rather specific impulse ever mea-
sured is 542 s. The specific Impulse is the exhaust velocity scaled by the standard
acceleration of standard gravity g0 = 9.8065 ms−2 i.e.,

Isp = vex

g0
(1.2)

However this was for a tri-propellant mixture of lithium, liquid oxygen and fluorine
which is an absolute nightmare in terms of toxicity and corrosiveness this is not
a propellant that is used in practice. The highest achievable specific impulse in
practice is for cryogenic liquid hydrogen, liquid oxygen mixture, or LOX/LH2 which
is used in systems such as the Space Shuttle Main Engine (SSME) and the Space
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Launch System (SLS) and which has a specific impulse of around 450 s. The reason
why specific impulse a parameter of great interest for rocket propulsion has to
do with what is referred to as "the tyranny of the rocket equation". The rocket
equation, published by Konstantin Tsiolkovsky in 1903 states that a linear increase
in the velocity increment ∆v requires an exponential increase in the propellant mass.
This is due to the fact that for each additional kilogram of propellant even more
propellant is required to account for the increased total mass of the spacecraft.

∆v = g0Isp ln
(

1 + mp

msc

)
(1.3)

Looking at the above equation it quickly becomes apparent that increasing the
specific impulse reduces the required propellant mass for the same ∆v or results
in a higher ∆v for the same propellant mass. Clearly a higher specific impulse
is something to be pursued, unfortunately chemical propulsion is limited by the
energy densities available in nature. However, combustion with subsequent thermal
expansion is not the only means of accelerating propellant mass. Propellant that
is electrically charged can be accelerated by means of electric and magnetic fields.
The energy for the acceleration in that case comes from an external power source
and therefore the specific impulse is no longer limited by the internal energy of the
propellant. Such systems are the topic of the field of electric propulsion.

1.1.2 Electric Propulsion

As aforementioned, electric propulsion (EP) is rocket propulsion whereby the pro-
pellant is accelerated by means other than a combustion process and where the
power source is electric. The main advantage of electric propulsion is that there
is no practical limit on the achievable specific impulse (except perhaps the speed
of light c). For this reason electric propulsion is the most fuel efficient propulsion
system, yielding higher ∆v per kilogram of propellant mass than chemical systems.
The drawback is that electric propulsion is power limited. The total amount of
propulsive power it can generate is limited by the power source. For example,
chemical engines use in launcher vehicles such as the Raptor 2 engine of SpaceX,
can produce around 2.3 MN of thrust at 363s of specific impulse, which using Equa-
tion 1.4 equates to about 4.1GW of power. In comparison the largest power source
in orbit are the solar panels that power the ISS which can generate up to 160 kW. It
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should be clear that electric propulsion will never be used to power launch vehicles.

Pb = 1
2g0IspF (1.4)

For this reason, in general, electric propulsion provides much lower levels of thrust
than chemical propulsion. Typical thrust ranges from 10s of micro-Newton up to
100s of milli-Newton, with specific impulse for electric propulsion ranging from
1000-6000 s and powers from several watts up to 10s of kW [79][96]. It has to be
noted that not all power provided to an electric propulsion system is converted
into propulsive power. There are losses in both the power processing unit (PPU)
of the propulsion system as well as losses in the thruster itself. Therefore another
important metric of electric propulsion systems is the total efficiency η which is the
product of the electrical efficiency of the PPU, ηE and the thrust efficiency of the
propulsion system ηT .

η = g0IspT

2Pin

(1.5)

Electric propulsion can be divided into different categories, for example based on
the acceleration mechanism, or based on the power coupling mechanism. In general
EP can be divided into electrothermal, electrostatic and electromagnetic thrusters.
How thrusters are classified depends what is taken into consideration; Hall effect
thrusters (HET) for example, as we will see, can be classified as an electrostatic
thruster since the acceleration mechanism is purely electrostatic. However, electro-
magnetic forces play an important role in the power coupling mechanism. Therefore
they HETs are often categorized as electromagnetic. We will adhere to the cate-
gorization of [79] where both the acceleration and and power coupling mechanisms
are taken into consideration. The following is a summary of the field of electric
propulsion and the reader is referred to the excellent reviews of [79] and [96] for a
more detailed overview.

Electrothermal thrusters are closest to chemical thruster in that the acceleration
of the propellant relies on the thermal expansion of a hot gas (or plasma) in a bell-
shaped nozzle. The difference is that the gas is not heated by a combustion process
but using electrical power. Examples of electrothermal thrusters are resisto-jets
which use Joule heating to heat the propellant, or arcjet thruster which use an
electrical discharge to generate a hot plasma. These kinds of devices have relatively
high thrust in the order of 101 − 102 mN, but low specific impulse of 100-500 s,
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comparable to chemical engines. Note that electrothermal thrusters do not require
the propellant to be electrically charged.

Electrostatic thrusters rely on electrostatic acceleration of a charged propellant.
One could make a further division into plasma based and field-enhanced electric
propulsion (FEEP)/electrospray propulsion. The former rely on plasmas, a state of
matter that is in essence a partially ionized, hot gas, where the fraction of charged
particles (ions and free electrons) is substantial enough to dictate the behaviour.
Most plasmas in electric propulsion are based on inert gases such as Argon, Kryp-
ton and Xenon, where the latter is the most prolific due to its superior properties.
However plasmas generated from other gases or materials are certainly possible.
An example of a plasma based electrostatic thruster is the gridded ion thruster
(GIT) which together with the HET is the most common EP device. GITs consist
of a plasma generation stage, followed by a series of electrically biased grids that
establish a linear electric field that accelerates the ions in the direction of the ex-
haust. Charge conservation requires that a the beam of a thruster is neutralized,
and therefore GITs (as well as other EP devices) have a (hollow) cathode that emits
free electrons that neutralize the beam.

FEEP and electrospray devices are similar and the difference between them is
mainly in type of propellant used. These types of devices do not use plasmas but
rather liquid propellants from which charged particles are extracted. The extraction
mechanism based on the interplay between the electric field and the surface tension
near the tip of a sharp needle or capillary also referred to as the emitter. This results
in the formation of Taylor cones; these conical structures are the equilibrium shape
of the liquid meniscus in the presence of the electric field. Depending on the emitter
geometry, electric field and the liquid properties one of two things can happen: a)
the tip of the Taylor cones has as singularity which turns into a jet that breaks up
into droplets, or b) the Taylor cone becomes a stable dome with an electric field
high enough to greatly enhance the evaporation of ions. In practice FEEP generally
refers to liquid metal ion sources (LMIS), using indium, cesium or gallium while
electrospray is used for thrusters using colloids or ionic liquids; i.e. ionic liquid ion
sources (ILIS); organic salts with a melting point at or below room temperature.
Another difference is that FEEPs need a neutralizer while electrosprays, at least in
theory could operate with an alternating polarity emitting both negative an positive
ions. Electrostatic thrusters are characterized by a high specific impulse, 3000 s for
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GIT and 2000-5000 s for FEEP/electrospray. On the flip side they tend to have
lower thrust, 100 − 102 mN for GIT and 10−2 − 101 mN for FEEP/electrospray.
Although needless to say this is very much dependent on their power class. On a
side note, the plasma generation stage of a GIT can have many forms, including
electron guns, radio-frequency heating or electron-cyclotron heating. The latter two
mechanisms are clearly electromagnetic in nature, despite this the GIT is generally
classified as electrostatic.

Electromagnetic thrusters use a combination of electrostatic and electromagnetic
forces generate and accelerate a plasma. There is a wide variety of electromagnetic
thrusters with very different working principles. The most common electromagnetic
thruster is the Hall effect thruster. These thrusters consist of an annular plasma
chamber with with a radial magnetic field and anode at the back generating an
axial electric field. Subsequently electrons produce an azimuthal hall current due
to the perpendicular E and B fields. The result is a low pressure DC-discharge with
a magnetic barrier; electrons gain energy in the electric field, while their residence
time is increased due to the magnetic field. These high energy electrons then ionize
the neutral propellant injected from the back. The resulting ions are accelerated
in the axial electric field. As with the GIT the HET uses a (hollow) cathode to
produce free electrons that neutralize the beam. HET performance is generally
around 1500 s of Isp and thrusts in the range of 101 − 102 mN.

Magnetoplasmadynamic thrusters (MPDT) consist of two concentric electrodes
between which a high current density is generated. The resulting induced field
together with the current density then generate an axially directed Lorentz force
that accelerates the plasma. At lower powers the acceleration mechanism is mainly
electrothermal, while at high powers it is electromagnetic. MDPTs are mostly
efficient at higher powers in the 10-100 kilowatt range. However short lifetimes due
to electrode erosion and the complications of testing thrusters of this power class has
limited their practical use. A sub-category of MDPTs exist, which are called applied
field magnetoplasmadynamic thrusters (AF-MDPT). These are MPDTs with an
applied axial magnetic field. In this case the induced field is negligible and the
acceleration comes from the expansion of the hot plasma in the magnetic nozzle
formed by the applied field. (AF-)MPDTs have a specfic impulse in the rage 103−104

s and thrust in the range of 10−1 − 101 N. .
Ablative pulsed plasma thrusters use a solid propellant (typically polytetraflu-
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oroethylene, PTFE) wedged between two electrodes. By applying a very high volt-
age a discharge is produced that ablates and ionizes a layer of the propellant. The
pulsed discharge current is very high, ∼ 10 kA which is provided by a capacitor
bank, and results in a perpendicular, induced magnetic field. The cross product
of the discharge current and the magnetic field produces a Lorentz force that ac-
celerates the plasma; however there is also an electrothermal contribution due to
the expansion of the hot plasma. PPTs operate in a pulsed mode with a relatively
high instantaneous thrust in the order of Newtons, however since the pulses last
microseconds the time-averaged thrust is relatively low and dependent on the pulse
frequency. Specific impulse is in the range of 1000-1500 s. A major drawback is the
low efficiency < 10% due to poor propellant utilization and a large electrothermal
contribution.

The last category are the electrode-less plasma thrusters. These thrusters, as
the name suggests, do not have electrodes. In the most general sense they exist
of a plasma chamber with a magnetic nozzle produced by either permanent mag-
nets or a solenoid. The plasma is generated and heated by means of plasma-wave
coupling after which the hot plasma expands along the magnetic nozzle. The ac-
celeration is mainly due to the diamagnetic force between the azimuthal electron
current and the magnetic circuit of the thruster although there is some electrother-
mal component. The most common means of plasma generation are are either
by radio-frequency or by microwaves, the corresponding thruster concepts are the
RF- or helicon plasma thruster (RFPT,HPT) and the electron-cyclotron resonance
thruster (ECRT). The heating mechanism in the latter is electron-cyclotron reso-
nance heating (ECR), where if the driving frequency equals the ECR frequency of
the plasma, the microwave energy is efficiently transferred to the electrons. In RF
and helicon discharges the radio-frequency waves couple power to the plasma, either
inductively or by means of helicon waves, a particular type of electromagnetic waves
that can propagate in a plasma. (Helicon waves will be explained in more detail in
chapter chapter 2) The main advantage of helicon waves is that they are known to
produce high plasma densities which should result in correspondingly high thrust
densities. Both ECRT and HPT are still experimental thrusters without flight her-
itage. However their performance has been characterized somewhat. HPTs produce
thrust in the order of several milli-Newton with a specific impulse of 500-1500 sec-
onds, while their efficiency is so far still below 10% at lower powers (<1 kW) and
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13-18% in the kilo-Watt range [124]. ECR thrusters have two variants: wave-guide
coupled and coaxial thrusters. The former have been a topic of investigation several
decades ago, with poor performance: efficiencies below 2%. The latter however is a
relatively new concept that has has similar performance to the HPT, about 1 mN
of thrust and up to 1000 s of specific impulse at around 50W, with 10% [139].

1.1.3 Experimental Methods

There are two ways to go about investigating electric thrusters: numerical simula-
tion and experiments. The former is generally less resource intensive and generally
provides more insight into the physics. However, in plasma physics many phenom-
ena are coupled and therefore the physics are exceedingly complicated and cannot
be captured easily in a single model. For electrode-less plasma thrusters the gen-
eral approach consist of three coupled models: a wave-plasma coupling module
[80][81][131][106][55]; a plasma source module [5][64][75][156][154] and a magnetic
nozzle expansion module [1][4][84][85][2]. However to date no models exist that are
predictive; all models require validation with experimental data. In experimental
research one obtains measurements of a particular variable as a function of space,
time or operating conditions. These can be macroscopic parameters such as thrust
or local plasma parameters such as plasma density, electron temperature or ion
velocity. The objective is usually to characterize and optimize performance, vali-
date a model or discover heretofore unknown trends that can inform new models.
Experimental methods or generally require specialized hardware and are therefore
more resource intensive than numerical simulations. Few diagnostic methods can
be used to measure more than one or two variables and a therefore lot of equip-
ment is needed to fully characterize the thruster performance or plasma proper-
ties. Measurements are furthermore complicated by limitations on the validity of
the experiment, conditions complicating the interpretations of the measurements,
uncertainties in the measurement or perturbation of the plasma by the very mea-
surement itself. Notwithstanding they are the closest approximation of the true
behaviour of the EP device and are absolute necessary to guide design optimization
and further the understanding of the underlying physics. Diagnostic methods for
EP devices can generally be divided into direct thrust measurements, and plasma
diagnostics methods. The latter can then be further divided into plasma probes
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and non-invasive methods such as microwave and optical diagnostics.

Direct thrust measurements

Direct thrust measurements are obtained by means of a thrust balance (also referred
to as ‘thrust stand’) and are considered the golden standard for measuring thrust in
electric propulsion devices. The main principle behind them is a linear conversion
of force to displacement which can then be measured. The complexity of direct
thrust measurements derives from the inherently low thrust-to-weight ratio of EP
devices. The thrust is generally of the order of micro- or milli-Newton while the
gravitational force due to the mass of the device is in the order of Newtons. There-
fore a device that is at the same time compliant enough to produce a measurable
displacement while also rigid enough to sustain the weight of the device. Additional
complexities are related to sources of error and noise in the measurement. Since the
force and therefore the displacement to be measured is so small even the slightest
perturbation can spoil the measurement including thermal drifts, ambient vibra-
tions, misalignment and others. Despite the complexities, sensitive thrust balances
have been built since the dawn of electric propulsion research. Since there is a large
variety of different EP technologies with each their own peculiarities, spanning a
range of power classes, thrust stands are generally tailored to a specific device and
power class.

Plasma Diagnostics

Plasma diagnostics are measurement techniques used to obtain information about
the state of the plasma. Most diagnostics measure one or two variables such as
electron or ion density, electron temperature, plasma potential, ion current density,
ion energy or velocity and many others. Often the diagnostic does not yield a
direct measurement of the desired variable and some model is necessary to infer the
value of the desired variable from the measurement. For example the measurement
of a Langmuir probe yields a current-voltage characteristic from which the plasma
density, electron temperature and plasma potential can be inferred. Other times the
diagnostic does yield a direct measurement, but what is really of interest is a variable
that can only be inferred from multiple time or spatially resolved measurements.
For example a angular resolved ion current density profile can be used to calculate



10 Introduction

the utilization efficiency and divergence of a thruster. Many diagnostic techniques
carry over from the fields of plasma physics and plasma processing although in
many cases the particularities of electric thruster plasmas require modifications to
the equipment or the model used to interpret the data.

The most common, simplest and cheapest plasma diagnostics are plasma probes.
In essence they are no more than a conductive element (often a rod or disc) inserted
into the plasma. Generally either the potential of or the current through the conduc-
tor is measured. When measuring current this is often done while simultaneously
applying a (varying) bias potential. The most common plasma probes used in elec-
tric propulsion testing are: Langmuir probes, Faraday probes, emissive probes and
retarding potential analyzers. Langmuir probes measure the current extracted from
the plasma as a function of a bias potential. From the resulting I − V character-
istic, ion density, electron density, electron temperature and plasma potential can
be obtained [72]. Langmuir probes can also be used to obtain the electron energy
distribution function (EEDF). Druyvestein proved that the EEDF was directly pro-
portional to the second derivative of a Langmuir probe I − V characteristic [38].
This can be obtained by twofold numerical differentiation, however this tends to be
noisy and therefore rely too much on smoothing methods. However one can use the
Boyd-Twiddy method to measure directly the second derivative [20][21][34].

Faraday probes consist of a cup or disc facing upstream of an ion beam. Gen-
erally the device is biased to a negative potential such that electrons are repelled
ensuring that only ion current is measured. As aforementioned angular resolved
profiles of the ion current density can be used to infer properties regarding the
performance of the thruster [22].

Emissive probes are made of materials with a low work-function and heated
to very high temperatures (>1000 K) to induce thermionic electron emission. The
insertion of low temperature electrons (compared to the electron temperature of the
plasma) causes the probe potential to approach the plasma potential and therefore
allows for a direct measurement of the former [113].

Lastly retarding potential analyzers (RPA) can be regarded as a Faraday probe
preceded by an energy filter. Using a set of transparent electrodes (i.e. grids) with a
variable bias the ion current reaching the collector can be measured as a function of
the bias potential. The bias potential creates an energy barrier only allowing ions of
sufficient energy to pass it. The first derivative of the resulting I −V characteristic
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is directly proportional to the ion energy distribution function [39]. Note that the
above is not an exhaustive list of plasma probes, other types exist such as capacitive
probes, hairpin probes [98][17], triple probes [103] and B-dot probes [99].

Plasma probes are considered ‘invasive’ diagnostics; their very presence perturbs
the plasma. When applied correctly they only perturb the plasma locally (which
is essential for their correct operation) but do not affect the properties of the bulk
plasma. However, in many cases plasma probes will also perturb the bulk plasma,
precluding their use. This is particularly the case for the source region of plasma
thrusters. In such cases ‘non-invasive’ diagnostics can be used that rely on elec-
tromagnetic radiation, generally either using the optical or micro- and millimeter
wave part of the spectrum. Such methods can be further divided into passive and
active diagnostics, where the latter actively probe the plasma with radiation using
microwave or laser beams while the former solely measure radiation emitted by the
plasma. Common techniques pertaining to the optical spectrum are optical emis-
sion spectroscopy (OES), laser-induced fluorescence laser Doppler velocimetry (LIF
LDV, or simply LIF), tunable diode laser absorption spectroscopy (TDLAS) and
Thomson scattering (TS).

Optical emission spectroscopy uses a spectrometer to measure the spectrum of
light emitted by the plasma, generally in the range of 200-1200 nm, which includes
the UV and near-infrared (NIR). The light emitted by atomic plasmas, common in
EP generally consists of a unique set of emission lines, i.e. only light of a particular
set of wavelengths. The wavelengths of the emission lines are related to the elec-
tronic structure of the atom and unique for each element, while their relative inten-
sities can be related to the electron temperature of the plasma. Low-resolution OES
is relatively affordable (compared to most other optical and microwave methods)
but requires complex collisional radiative models to infer the electron temperature
from the spectrum.

LIF LDV is an active diagnostic technique whereby the plasma is probed by
as laser beam [78][148]. The wavelength of the laser is such that it induces a
fluorescence in the plasma, meaning that the light emitted from ions excited by
the laser occurs at a different wavelength than that of the laser. This way the
measurement of the induced emission is not drowned out by the high intensity
light of the laser. Fluorescent light emitted by high velocity ions experiences a
Doppler shift, by measuring the magnitude of this shift the velocity of the ions
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can be inferred. Another advantage of LIF is the high spatial resolution, as the
measurement is constrained to the volume of intersection of the laser beam and the
focal point of the collection optics.

TDLAS can be used to measure the atomic density of excited states of neutrals
or ions. By sweeping the wavelength of a tunable diode laser around a known
emission line of the target species the absorption as a function of wavelength can
be measured. The magnitude of the absorption line is directly proportional to the
density of the species. Although measurement of ground state atoms and ions would
be of more interest until now no tunable diode lasers exist in the far and extreme
UV range that is required for ground state absorption lines.

Incoherent Thomson scattering is a diagnostic method that can be used to accu-
rately measure the electron temperature [140]. In Thomson scattering the plasma
is probed with a laser, the light of which is then scattered by the free electrons of
the plasma. However due to the thermal motion of the electrons the spectrum of
the scattered light shows Doppler broadening that can be directly related to the
electron temperature. The difficulty lies in preventing the high intensity laser light
crowding out the measurement signal, which necessitates the use of very narrow
band-stop filters. For certain plasma conditions, to be precise, when the inverse of
the product of the wave number of the laser and the Debye length of the plasma
is much smaller than unity the scattering of light by the electrons is coherent. In
this case the method is referred to as coherent or collective Thomson scattering;
the scattered light is now not only related to the electron temperature but also the
electron density and this technique can be used to measure both [137].

Apart from optical diagnostics, microwave diagnostics are a common measure-
ment method in plasma physics. The most common method in microwave interfer-
ometry. This method relies on the fact that microwaves traversing a plasma column
will experience a phase shift directly proportional to the electron density. The phase
shift can be obtained from the interference pattern of the microwave beam traversing
the plasma with a reference beam [45][138]. A drawback of microwave interferom-
etry is that it generally yields a line integrated measurement unless one measures
along multiple chords and applies an Abel inversion. The minimum beam waist of a
microwave beam is limited by the wavelength, which for microwaves is generally in
the centimeter range. Higher spatial resolution can be obtained by using millimeter
waves, however at these wavelengths the sensitivity of the phase shift to the plasma
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density is greatly reduced. This either requires large plasma densities encountered
in nuclear fusion or phase measurements with extremely high resolution. As a clever
way around this conundrum one can Doppler shift the reference beam by a small
amount (about 10 kHz); after mixing the reference beam and probing beam a beat
signal of the same frequency as the Doppler shift is obtained that contains the same
phase shift. Sampling this low frequency with a modern 1 GS/s oscilloscope then
provides the required phase resolution [74].

1.2 Motivation

Electric propulsion today is dominated by HETs and GITs in all power classes [67].
These devices have flight heritage going back to the 70’s of the previous century.
They have good performance but are complex and costly devices that run solely on
Xenon. Xenon is a rare noble gas that exists in quantities of about 87 ppb in dry
air and is therefore very expensive to produce in large quantities. Furthermore the
bulk of global Xenon production is concentrated in Russia and China and due to the
current geopolitical situation the cost has increased even more. Both these types of
thrusters also require the use of hollow cathode, which are complex and expensive
devices in their own right and the primary reason these thrusters require very pure
xenon propellant. Furthermore both types of thrusters suffer from erosion, mainly
of the electrodes. Therefore there is a need for a thruster that can operate without
a neutralizer, using alternative propellants and does not suffer from erosion with
ideally equivalent or superior performance. Electrode-less thrusters can potentially
meet these requirements. Although the measured performance has been inferior
compared to existing technologies, electrode-less thrusters are still in the experi-
mental phase and a better understanding of the underlying physics will pave the
way for optimizing their performance.

The Electric Propulsion and Plasmas Group (EP2) at Universidad Carlos III de
Madrid is currently co-developing, together with the Spanish engineering company
SENER - Aeroespacial, a 500W-class helicon plasma thruster prototype, within
the Horizon 2020 framework. The goal of HIPATIA (HelIcon PlasmA Thruster for
In-Space Applications) project is: "to verify the function and performances of an
EP system based on the helicon plasma thruster technology, for its application in
non-geostationary satellites constellations and other small spacecrafts." To be able
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to evaluate the performance and the effects of successive iterations on the design,
diagnostic methods are an absolutely necessity.

1.3 Objectives

The objective of this thesis is to develop multiple diagnostic methods to characterise
the performance of the helicon plasma thruster developed at EP2. This objective
can be further divided in to three main topics: probe diagnostics, direct thrust
measurements and optical diagnostics.

The main reason for developing a suite of probe diagnostics is to have both the
ability to do an indirect characterization of the performance in terms of thrust,
specific impulse and various partial efficiencies such as the utilization efficiency
and the divergence efficiency as well as to further the understanding of magnetic
nozzle physics. Multiple probe diagnostics have already been in use at EP2 for
some time, however there is room for improvement on various fronts. Firstly the
manufacturing of all probes can be improved to yield more robust probes with op-
timal performance. Furthermore, RF-compensated (a topic that will be introduced
in chapter 3) Langmuir probes have been used but the efficacy of the compensa-
tion hasn’t been properly investigated until now. Secondly the methods used for
post-processing are currently based on previous work [142] but should be revised
on more recent work [72]. Lastly, the current probe positioning system in use, al-
though convenient for near plume measurements is sub-optimal for measurements
of the far plume, particularly for Faraday probe measurements. It also does not
allow for proper Langmuir probe alignment with the direction of the ions. There-
fore a redesigned is planned for a system operating in polar coordinates. The tasks
regarding probe diagnostics are therefore the following:

1. Improve the design of existing Langmuir, Faraday and emissive probes.

2. Verify the correct operation of the RF-compensation of the Langmuir probe

3. Improve post-processing methods for Langmuir probes

4. Develop a probe positioning system with motion in polar coordinates

The main project of this thesis is the development of thrust balance for direct
thrust measurements of a helicon thruster. Apart from the complexities mentioned
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in the previous section, measurements of a helicon thruster haven additional compli-
cations. Firstly the thrust-to-weight ratio is already lower than other more mature
devices. In part because the prototypes have not been optimized for low mass but
also due to the fact that current performance in terms of thrust is still low while
the thruster itself is relatively heavy due to the solenoid or magnets required for
the magnetic nozzle. Secondly, due to the currently poor efficiency as well as Joule
heating of the solenoid the heat fluxes presented by the thruster are excessive and
care needs to be taken so that they will not perturb the measurement. If the heat
cannot be dissipated the coil temperature increases continuously limiting the time
for the experiment and leading to a drift in the measuremnt due to thermal expan-
sion. Third, the helicon plasma thruster prototype of EP2 requires a high power RF
supply (>300 W) as well as high current lines (<10A) for the solenoid. This implies
that the fixed and mobile parts of the balance would be bridged by thick cables that
introduce an unacceptable level of stiffness to the system. And last the strong RF
fields emanating from the thruster tend to interfere with nearby electronic signal
lines, something that is particularly complicating in a sensitive measurement such
as thrust measurements. The tasks regarding the thrust balance are then:

5. Design & manufacture a thrust balance for thrust measurements of the helicon
plasma thruster prototype

6. Validate and calibrate the thrust balance setup

7. Perform a thrust measurement campaign of the HPT prototype

The fifth chapter of this thesis is devoted to the development of optical diag-
nostics. The main reason for this is that much of the performance of the helicon
thruster is determined by what is happening inside of the source region. However,
this region is inaccessible with probe diagnostics. The preferred diagnostic would
have been LIF or Thomson scattering, followed by microwave diagnostics, to mea-
sure ion velocity, electron temperature and ion density respectively. Since no funds
were available for any of these expensive diagnostics instead an attempt was made
to develop a simple collisional-radiative (CR) model to obtain the electron temper-
ature from low-resolution optical emission spectroscopy (OES) measurements. The
tasks related to this last topic are the following:

9. Develop a CR-model of Xenon to measure the electron temperature with OES
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1.4 Thesis Outline

This last section of this chapter will present the outline of this thesis. The document
is divided into 6 chapters.

• Chapter 1 - this chapter - is the introduction to the rest of the work and
presents the background, motivation and objectives of this thesis.

• Chapter 2 provides a review on helicon plasma thrusters and magnetic nozzles
and also presents the current prototype developed at EP2.

• Chapter 3 is dedicated to the work on plasma probes; it deals with Langmuir,
Faraday, emissive and capacitive probes as well as RPAs. It also includes the
results of a test campaign performed with these probes.

• Chapter 4 is dedicated to the milli-Newton thrust balance developed to per-
form direct thrust measurements of the HPT prototype and also includes a
thrust measurement campaign of the HPT prototype.

• Chapter 5 details the development of a Xenon CR model of OES measure-
ments of the electron temperature.

• Chapter 6 - the last chapter - summarizes the previous 3 chapters, presents
the conclusions of this work as well as recommendations for future work.



CHAPTER

TWO

Helicon Plasma Thruster

“It is difficult to say what is impossible, for the
dream of yesterday is the hope of today and the
reality of tomorrow.”

— Robert H. Goddard

In this section the theory underpinning helicon plasma thrusters is summarized.
It includes a short recap of relevant concepts from plasma physics, the physics of
helicon waves, a review of the state of the art of helicon plasma thrusters and an
overview of the HPTx prototype of EP2.

2.1 Plasma Physics

As mentioned before, plasma is regarded as the fourth state of matter. It consists
in an ionized hot gas where the fraction of free charged particles - ions and elec-
trons - is sufficiently high such that it dictates the behaviour. That is to say, its
dynamics is primarily dominated by Coulomb and Lorentz forces. Most plasmas
consist of positive ions and (negative) electrons, although electro-negative plasmas,
with negative ions, do exist. Plasmas are defined principally by two parameters:
plasma density n in m−3 and electron temperature Te in eV. Figure 2.1 shows an
overview of all plasmas, both artificial and naturally occurring, based on these two
parameters. This includes everything from space plasmas such as the Solar corona,
solar wind and the Earth’s ionosphere, to low pressure discharges used in plasma
processing, to fusion plasmas.

17
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Figure 2.1: Overview of artificial an natural plasmas on a log Te versus log n scale.
From [68]
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2.1.1 Quasi-neutrality

The electron temperature is a measure of the electron energy distribution function,
which often (but not always) follows a Maxwell-Boltzmann distribution. The plasma
density refers to the number density of particles. More precisely, one speaks of ion
density and electron density, however the bulk plasma is generally quasi-neutral,
that is to say:

e
∑

j

Zjnj = ene (2.1)

where Zj is the atomic charge number for j = 1, 2, ... and e the elementary charge.
In other words the total charge density of all ions equals that of the electrons. In
the case where the fraction of ions with a charge number > 1 are negligible (which
is the case for many laboratory low pressure discharges), the ion density equals the
electron density and one simply refers to the plasma density. Another important
plasma property is the plasma potential. In absence of any time-varying magnetic
fields, Faraday’s law of induction and Gauss’ law can be combined to yield Poisson’s
equation:

∇2Φ = − ρ

ϵ0
= −e(ni − ne)

ϵ0
(2.2)

This states that any net charge density will produce an electric potential. Partic-
ularly the electrons in a plasma a strongly affected by (but also affect) the plasma
potential.

2.1.2 Boltzmann Relation

The momentum equation for a species (i.e. ions, electrons etc.) in a plasma is given
by Equation 2.3 [68, p.31].

mn

[
∂u
∂t

+ (u · ∇) · u
]

= qn (E + u × B) − ∇ · Π + f |c (2.3)

Here m is the particle mass, u its velocity vector, q the electric charge (generally
±e), E the electric field, B the magnetic field, Π the pressure tensor and f |c a
collisional term. For a steady state, collision-less plasma, negligible inertial forces,
with an isotropic pressure, in the absence of a magnetic field and invoking the ideal
gas law p = nkBT and a conservative electric field (i.e. E = −∇Φ), Equation 2.3
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for electrons, reduces to:
∇ (eΦ − kBTe lnne) = 0 (2.4)

which leads to the Boltzmann relation for electrons:

n(r) = n0 exp
(

−eΦ(r)
kBTe

)
(2.5)

Where kB = 8.617 · 10−5 eV/cdotK−1 is the Boltzmann constant. Note that the e
and kB can be dropped when expressing Te in eV and Φ in V, which is common
practice in plasma physics and something we will do as well throughout this thesis.

2.1.3 Debye Length

When substituting the Boltzmann relation, Equation 2.5, into Poisson’s equation,
Equation 2.2, for a quasi-neutral plasma (n = ne = ni), obtaining the Taylor
expansion for Φ ≪ Te we find:

∇2Φ = en

ϵ0

Φ
Te

(2.6)

the solution to which is:
Φ(r) = Φ0 exp

(
−|r|
λD

)
(2.7)

The characteristic scale length λD is the Debye length, given by:

λD =
(
ϵ0Te

en

)1/2
(2.8)

The Debye length is the length scale over which significant space charges can exist;
over length scales larger than the Debye length the plasma is quasi-neutral. It is
also the length scale over which Coulomb potentials are shielded in the plasma; a
particle only experiences a Coulomb force due to the charges within a sphere of
radius λD around itself.

2.1.4 Plasma Sheaths

Most artificial plasmas on Earth are generated inside a vacuum vessel and therefore
the plasma is in contact with the walls of the vessel. Near theses surfaces a plasma
sheath forms, where the plasma is no longer quasi-neutral. In an electro-positive
plasma the negative species, the electrons are much more mobile than the ions,
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since me/mi ≪ 1 and Ti/Te ≪ 1. The the current density to a grounded surface is
therefore predominantly negative, charging the plasma to a positive potential and
resulting in a potential gradient towards the wall. In a cold plasma where Ti ≪ Te

the electrons will redistribute themselves leading to a density gradient on the order
of the Debye length with mono-energetic ions being accelerated to the wall through
the sheath potential [68, p.165]. Between the sheath and the bulk plasma there is
a intermediate pre-sheath region.

For a collision-less sheath we can combine conservation of energy and continuity
of ion flux to obtain an expression for the ion density:

ni = nis

(
1 − 2eΦ

miu2
s

−1/2)
(2.9)

where nis and us are the ion density and velocity at the sheath edge (x = 0).
Plugging in this equation for ni and the Boltzmann relation for ne in Poisson’s
equation

1
2

(
dΦ
dx

)2

= ens

ϵ0

Te exp Φ
Te

− Te − 2Es

(
1 − Φ

Es

)1/2

− 2Es

 (2.10)

where 2eE = miu
2
s. Although this equation can be integrated numerically, it’s

sufficient to realize that the right hand side (RHS) has to be positive for a solution
to exist. Expanding the RHS using a Taylor expansion, leads to the inequality
2Es ≥ Te or rather:

us ≥ uB =
(
eTe

mi

)1/2
(2.11)

which is the Bohm sheath criterion. As we defined Φ(0) = 0 at the sheath edge, and
we now have found that u(0) = uB it follows that the potential drop accelerating
the ions to the Bohm velocity is eΦp = miu

2
B/2 such that Φp = Te/2. Substituting

this value in the Boltzmann relation Equation 2.5 yields:

n = n0 exp
(

−1
2

)
≈ 0.61n0 (2.12)

In other words, the density at the sheath edge is about 0.61 times the bulk density.
Sheath voltages are often driven to high voltages such that the Boltzmann rela-

tion goes to zero ne → 0 and only ions are present in the plasma. A self-consistent
solution of a high voltage sheath is the Child-Langmuir sheath. Starting with
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miu
2(x)/2 = −eΦ(x) and en(x)u(x) = J0 we can solve for n(x), insert this into

Poisson’s equation, Equation 2.2 and after some manipulation we find [68, p.176]:

j0 = 4
9ϵ0

( 2e
mi

)1/2 V 3/2

s2 (2.13)

Which is the Child law for space charge limited current density in a planar diode.
Substituting the explicit value j0 = ensuB and solving for s yields:

s =
√

2
3 λDs

(2V
Te

)3/4
(2.14)

with λDs the Debyelength at the sheath edge. This last equation is of particular
interest if one once to take into account the sheath expansion in Langmuir probes
as we will see in chapter 3.

2.1.5 Floating Potential

When the wall in a bounded plasma is not grounded or biased, it is said to be
floating and its potential will be at the floating potential. To determine the floating
potential consider that the ion flux to the wall is Γi = nsuB, while the electron flux
is 1

4nsūe exp(Φf/Te), where ūe = (8eTe/πme)1/2 is the mean electron speed. The
floating potential is the wall potential for which Γi = Γe, since in that case the wall
is no longer accumulating charge. Equating both fluxes and rearranging yields an
expression for the floating potential:"

Φf = −Te

2 ln
(

mi

2πme

)
(2.15)

2.1.6 Waves in Plasmas

Due to the presence of charged particles, plasmas couple to electric and magnetic
fields. The complex interaction between fields and charges support a variety of
propagating wave phenomena, which can be divided into electrostatic and electro-
magnetic waves. The former are always longitudinal waves while the latter always
have a transversal component, but can also have a longitudinal component. Other
important factors is whether the wave propagates primarily by electron or ion mo-
tions and whether it requires the presence of a magnetic field as well as the direction
of the magnetic field with respect to the propagation direction.
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Plasma Frequency

Imagine a slab of electrons that displace a small distance δ with respect to the
immobile ions (since mi ≫ me). The electric field created by separating the ions and
electrons is Ex = enδ/ϵ0. Taking into account only Coulomb forces, the equation
of motion for the electrons reads:

d2δ

dt2
= −ωpeδ (2.16)

where:

ωpe =
(
e2ne

ϵ0me

)1/2

(2.17)

This is the equation of a harmonic oscillator with natural frequency ωpe and de-
scribes a sinusoidal oscillation of the electron ‘cloud’ with respect to the ions. In
reality the ions are not immobile but also move slightly. Similarly we can define
and ion plasma frequency:

ωpi =
(
e2ni

ϵ0mi

)1/2

(2.18)

And the plasma frequency then is ωp = (ω2
pe + ω2

pi)1/2. However since generally
mi ≫ me, ωp ≈ ωep.

Cyclotron Frequency

Consider the Lorentz force in a plasma with E = 0 and B = ẑB0. The equations of
motion are:

m
dux

dt
= quyB0 (2.19)

m
duy

dt
= −quxB0 (2.20)

m
duz

dt
= 0 (2.21)

Differentiating the first equation and eliminating vy using the second equation we
find:

d2ux

dt2
= −ω2

cux (2.22)

Which again is the equation of a harmonic oscillator, this time with natural fre-
quency:

ωc =
(
qB0

m

)1/2
(2.23)
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the cyclotron frequency. Both an electron cyclotron and ion cyclotron frequency
exist with me,mi and q = ∓e respectively. The electron cyclotron resonance fre-
quency is underpins the heating mechanism is ECR thrusters.

Langmuir Waves

Langmuir waves are longitudinal electron density fluctuations that propagate in un-
magnetized plasmas or in magnetized plasmas parallel to the magnetic field k ∥ B.
Consider the momentum equation, Equation 2.3 in the absence of a magnetic field
and furthermore pe = eneTe and the adiabatic equation of state ∇pe/pe = γ∇ne/ne.

mne

[
∂ue

∂t
+ (ue · ∇)ue

]
= −eneE − γeTe∇ne (2.24)

Suppose furthermore the small signal quantities: n1, E1 and u1, such that:

ne = n0 + n1, E = x̂E1, ue = x̂u1 (2.25)

The small signal quantities vary sinusoidally:

n1, E1, u1 ∼ exp i(ωt− kxx) (2.26)

Substituting the small signal quantities into the momentum equation of Equa-
tion 2.24 as well as the continuity equation and Gauss’ law we find the following
three equations [68, p.102]

ωn1 − kxn0u1 = 0 (2.27)

iωmn0u1 = −en0E1 + ikxγeTen1 (2.28)

ikxϵ0E1 = en1 (2.29)

Combining the above three equations and factoring out the first-order quantities
we find the following dispersion relation:

ω2 = ω2
pe + k2

xc
2
γ (2.30)

with
cγ =

(
γeTe

me

)1/2
(2.31)

the adiabatic electron sound speed. For one-dimensional motion γ = 3
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Ion Acoustic Waves

At lower frequencies ions can participate in the motion, leading to ion acoustic
waves, similar to sound waves in a neutral gas. Using the same approach as above
(small signal quantities) [46, p.262] the dispersion relation for ion acoustic waves
can be derived.

ω2 = k2
(
Te(1 + k2λ2

D)−1 + γiTi

mi

)
(2.32)

Dielectric Tensor

Assume again a plasma with B0 = ẑBz0 and E0 = 0 and furthermore assume small
sinusoidal variations of the electric field and velocity Ẽ, ṽ. Plugging these into the
equations of motion and solving for ũx, ũy yields [68, p.111]:

ũx = − q

m

iωẼx − ωcẼy

ω2 − ω2
c

(2.33)

ũy = − q

m

iωẼy + ωcẼx

ω2 − ω2
c

(2.34)

Now consider Ampère’s law:

∇ × H̃ = iωϵ0Ẽ + ĩ ≡ iωϵp · Ẽ (2.35)

From which follows that the dielectric tensor ϵp is:

ϵp = ϵ0K = ϵ0


S −iD 0
iD S 0
0 0 P

 (2.36)

where K is the dispersion tensor with:

S = 1 −
ω2

pe

ω2 − ω2
ce

−
ω2

pi

ω2 − ω2
ci

(2.37)

D = ωce

ω

ω2
pe

ω2 − ω2
ce

− ωci

ω

ω2
pi

ω2 − ω2
ci

(2.38)

P = 1 −
ω2

p

ω2 (2.39)
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Wave Dispersion

To derive the dispersion relations of waves in magnetized plasmas we first look at
Maxwell’s curl equations, with sinusoidal variations Ẽ, H̃ and a wave vector k:

k × Ẽ = ωµ0H̃ (2.40)

k × H̃ = −ωϵ0K · Ẽ (2.41)

Combining these equations we get a wave equation for electromagnetic waves in
plasmas:

k × (k × Ẽ) + k2
0K · Ẽ = 0 (2.42)

Note that k0 = ω/c the propagation constant of a plane wave in vacuum, and that
c = (ϵ0µ0)−1/2 is the speed of light in vacuum. To find solutions for Equation 2.42
we first need to define the wave vector k. We chose this to lie in the x − z plane
and we furthermore define an angle ϕ to be the angle between k and B such that
k = α cosϕ and T = α sinϕ, where α = |k| and α2 = T 2 + k2. Lastly the index of
refraction is defined as N = α/k0. To solve the system of equations following from
Equation 2.42 we require that the determinant is zero.

det


N2 cos2 ϕ− S iD −N2 cosϕ sinϕ

−iD N2 − S 0
−N2 cosϕ sinϕ 0 −N2 sin2 ϕ− P

 = 0 (2.43)

Evaluating the determinant yields biquadratic equation in N :

aN4 − bN2 + c = 0 (2.44)

where

a = S sin2 ϕ+ P cos2 ϕ (2.45)

b = (S2 −D2) sin2 ϕ+ PS(1 + cos2 ϕ) (2.46)

c = (S2 −D2)P (2.47)

There are two different solutions of N2 for each angle ϕ corresponding to the two
allowed polarizations of the electric field. Since b2 − 4ac is always positive, N2 is
real and N is either real and the wave propagates or N is imaginary and the wave
is cutoff [68, p.114]. To better shed more light on the nature of the wave dispersion
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it is more useful to solve for ϕ as a function of N2. To that end we define two
combinations of the dielectric components:

R = S −D (2.48)

L = S +D (2.49)

such that S2 −D2 = RL. Substituting the expressions of the dielectric components
from Equation 2.37,2.38 we find

R = 1 −
ω2

pe

ω(ω − ωce)
−

ω2
pi

ω(ω + ωci)
(2.50)

L = 1 −
ω2

pe

ω(ω + ωce)
−

ω2
pi

ω(ω − ωci)
(2.51)

The biquadratic equation of 2.44 can be solved for ϕ yielding:

tan2 ϕ = − P (N2 −R)(N2 − L)
(N2 − P )(SN2 −RL

(2.52)

Principal Waves

Using equation 2.52 we can analyze the different kinds of principal waves, their
resonances N → ∞ and cut-offs N → 0. We consider two distinct cases k ∥ B0

and k ⊥ B0, in the former case ϕ = 0 and the numerator of Equation 2.52 is
zero and in the latter case ϕ = π/2 and the denominator is zero. There are three
solutions leading to the numerator being zero: P = 0 which are simply the plasma
oscillations, N2 = R and N2 = L. For the latter two cases the dispersion relation
is given by:

N2
R = 1 −

ω2
p

(ω − ωce)(ω + ωci)
(2.53)

N2
R = 1 −

ω2
p

(ω + ωce)(ω − ωci)
(2.54)

(2.55)

Which are the dispersion relations for the right hand polarized (RHP) and left
hand polarized (LHP) waves. The RHP wave has a resonance at ω = ωce and
the LHP wave was a resonance at ω = ωci. The cutoffs can be found by solving
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(ω ∓ ωce)(ω ± ωci) = ω2
p. However since ωce ≫ ωci, these can be simplified to:

ωR =
ωce +

√
ω2

ce + 4ω2
p

2 (2.56)

ωL = −
ωce +

√
ω2

ce + 4ω2
p

2 (2.57)

which are the cut-off frequencies for the L and R waves. When k ⊥ B0 and therefore
the denominator of Equation 2.52 is zero there are two solutions: either N2 = P

which is called the ordinary wave, with the following dispersion relation:

N2
O = 1 −

ω2
p

ω2 (2.58)

This is the same relation as for electromagnetic waves in un-magnetized plasmas:
ω2 = k2c2 + ω2

p; it has no resonance and the cutoff is ω = ωp. The other solution
is SN2 = RL which is referred to as the extraordinary wave and has the following
dispersion relation:

N2
X =

1 −
ω2

p

(ω − ωce)(ω + ωci)

1 −
ω2

p

(ω + ωce)(ω − ωci)


1 −

ω2
pe

ω2 − ω2
ce

−
ω2

pi

ω2 − ω2
ci

(2.59)

From the above equation it can be immediately glanced that the cut-offs of the X
wave are the same as those for the R and L waves, i.e. ωR, ωL. The resonances can
be found by setting the numerator zero. This results in the following biquadratic
equation:

aω4 − bω2 + c = 0 (2.60)

a = 1 (2.61)

b = ω2
ce + ω2

pe + ω2
pi + ω2

ci (2.62)

c = ω2
ceω

2
ci + ω2

ceω
2
pi + ω2

peω
2
ci (2.63)

When b2 ≫ 4ac, which is the case here the two roots of the quadratic equation can
be expanded using a Taylor approximation resulting in ω2 = b/a for the positive
root and ω = c/b for the negative root. The positive root for the above equation,
taking into account that ωpe ≫ ωpi and ωce ≫ ωci, is then:

ω2
UH ≈ ω2

pe + ω2
ce (2.64)
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the upper hybrid resonance which is the root sum square of the electron plasma
and cyclotron frequencies. The negative root is given by:

ω2 =
ω2

ceω
2
ci + ω2

ceω
2
pi + ω2

peω
2
ci

ω2
pe + ω2

ce + ω2
pi + ω2

ci

(2.65)

This equation can be further simplified, by again noting that ωpe ≫ ωpi and ωce ≫
ωci so that ω2

ci, ω
2
pi can be dropped from the denominator. We further more divide

both the numerator and denominator by me/mi resulting in:

ω2 =
ωceωci

ω2
ci + ω2

pi + ω2
pi

ωci

ωce


ω2

pi + ωciωce

(2.66)

In the numerator we can then drop the third term inside the parenthesis since
ωce ≫ ωci and if we also assume that ωpi ≫ ωci which is the case for many laboratory
plasmas and plasmas for materials processing [68, p.119] we find an expression for
the lower hybrid frequency:

1
ω2

LH

= 1
ωceωci

+ 1
ω2

pi

(2.67)

A summary of all principle waves is found in Table 2.1 and a plot of the dispersion
relation can be seen in Figure 2.2. It can be seen that for very low frequencies
ω ≪ ωci the wave dispersion for the L,R and X wave all reduce to [68]:

α2 = k2
0

(
1 +

ω2
pi

ω2
ci

)
(2.68)

For reasonably high densities such that ωpi ≫ ωci the 1 can be disregarded and the
phase velocity vph = ω/k is the Alfvén velocity:

vA = ωci

ωpi

c = B0√
µ0mini

(2.69)

2.1.7 Helicon Waves

Helicon waves are a type of whistler waves that propagate in a bounded plasma.
Whistlers are quasi-longitudinal (i.e. ϕ ≃ 0) R waves in the frequency range ωLH ≪
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Wave Cut-offs (k = 0) Resonances (k = ∞)

R wave ω ≈
ωce +

√
ω2

ce + 4ω2
p

2 ω = ωce

L wave ω ≈
− ωce +

√
ω2

ce + 4ω2
p

2 ω = ωci

X wave Both as above ω2
UH ≈ ω2

pe + ω2
ce and

ω−2
LH ≈ ω−2

pi + (ωceωci)−2 for ωpi ≫ ωci

O wave ω = ωp None

Table 2.1: Summary of principal waves.

Figure 2.2: Wave dispersion for principal waves in plasmas.
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ω ≪ ωce. To be able to derive the dispersion relation we need to go back to the
bi-quadratic equation for N2, Equation 2.44. Introducing ξ = N2 − 1, rewriting
the equation in terms of ξ−1 and solving for ξ−1 leads to Equation 2.73 [13, p.198].
Note that since ω ≫ ωLH we have neglected the ion motion, dropping the terms
with ωci, ωpi.

N2 = 1 +
[

2(a− b+ c)
b− 2a±

√
b2 − 4ac

]
(2.70)

where a, b, c are a defined earlier. Writing this in terms of the dielectric components
and dividing both the numerator and denominator by 1 − S we find:

N2 = 1 −


2
1 − S −

D2

1 − S

P
2P +

S +
D2

1 − S
+
S − P

1 − S

 sin2 ϕ± Λ

 (2.71)

Λ =
(
S2 −D2 − SP

1 − S
)2 sin4 ϕ+ 4

D2P 2

1 − S
cos2 ϕ

1/2

(2.72)

If we substitute equations 2.37 - 2.39 for the dielectric components (but ignoring
the part due to ion motion) we find:

N2 = 1 −


2
ω2

pe

ω2

1 −
ω2

pe

ω2


2
1 −

ω2
pe

ω2

−
ω2

ce

ω2 sin2 ϕ± Λ

 (2.73)

Λ =
ω4

ce

ω4 sin4 ϕ+ 4ω
2
ce

ω2

(
1 −

ω2
pe

ω2

)2

cos2 ϕ

1/2

(2.74)

Equation 2.73 is the Altar-Appleton-Hartree dispersion relation and it conveniently
shows how the refraction index N deviates from the vacuum dispersion N2 = 1.
For the dispersion of quasi-longitudinal waves the equation can be expanded around
ϕ = 0. In that case Λ reduces to only the term with cos2 ϕ, substituting this in
Equation 2.73 and simplifying yields, for the R wave (i.e. +Λ):

N2
r (ϕ) = 1 −


1 − S −

D2

1 − S

1 −

∣∣∣∣∣∣
D

1 − S
cosϕ

∣∣∣∣∣∣

 (2.75)
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where the minus sign in the denominator results from the fact that P < 1, assuming
that ω < ωpe. Substituting the expressions for the dielectric components yields:

N2
r (ϕ) = 1 −

ω2
pe/ω

2

1 −

∣∣∣∣∣∣
ωce

ω
cosϕ

∣∣∣∣∣∣
(2.76)

Now in the case that ωLH ≪ ω ≪ ωce and furthermore ω2
pe ≫ ωωce this reduces to:

N2 ≈
ω2

pe

ωωce cosϕ (2.77)

Rewriting this in terms of k, ω yields:

α = ω

k

n0eµ0

B0
(2.78)

Which is the basic dispersion relation for helicon waves [31]. Helicon waves occur
in axially magnetized plasmas confined in a long cylinder, i.e. a ≪ l where R is the
radius and l the length and the wave number α is therefore of order a−1. In such a
cylinder the boundary condition for a waves with ka ≪ 1 is [31]:

mkJm(Ta) = 0 (2.79)

For the lowest radial mode, m = 1, the Bessel root is 3.83 and we find:

n0 ≈ 3.83
eµ0a

kB0

ω
(2.80)

In other words the density is proportional to the magnetic field, for a given cylinder
and frequency.

Trivelpiece-Gould Waves

Helicon waves are excited together with second type of wave; electrostatic electron
cyclotron waves named Trivelpiece-Gould (TG) waves. These waves are excited near
the radial boundary of the plasma. If we go back to Equation 2.75 but now sub-
stitute the dielectric components including collisional damping, with ν the collision
frequency:

S = 1 − ω + iν
ω

ω2
pe

(ω + iν)2 − ω2
ce

(2.81)

D = ωce

ω

ω2
pe

(ω + iν)2 − ω2
ce

(2.82)

P = 1 −
ω2

pe

ω(ω + iν) (2.83)
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with the same assumptions as before, ωLH ≫ ω ≫ ωce and ω2
pe ≫ ωωce we find:

N2
r (ϕ) ≈

ω2
pe

ω[ωce cosϕ− (ω + iν)] (2.84)

This can be solved for ω to find the dispersion relation:

ω = α2c2

ω2
pe + α2c2 (ωce cosϕ− ν] (2.85)

The above equation suggests a characteristic length, or ‘anomalous skin depth’ c/ωpe

[110]. In the limits αc ≪ ωpe and αc ≫ ωpe this reduces to:

ω = ωce
αkc2

ω2
pe

− iνα
2c2

ω2
pe

(2.86)

ω = ωce
k

α
− iν (2.87)

The former are ‘long’ waves that are weakly damped which are the helicon waves;
if we disregard the imaginary component we find again the dispersion relation of
Equation 2.78. The latter are ‘short’, heavily damped waves that are the TG-waves.
The anomalous skin depth is the reason why the TG-waves which are excited at
the boundary do not penetrate into the core of the plasma.

Alternatively we can also solve Equation 2.85 for k, which yields a quadratic
equation, with solution:

α = k

2δ

1 ∓
(

1 − 4δk2
w

k2

)1/2
 ≈ k

2δ

[
∓
(

1 − 2δk2
w

k2

)]
≈

k
2
w/k

k/δ
(2.88)

with

k2
w = ωn0eµ0

B0
and δ = ω + iν

ωc

(2.89)

where the negative sign is the helicon wave dispersion while the positive sign is the
TG-wave dispersion. Again it is apparent that the TG-waves are damped while the
helicon waves are not.
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Wave Pattern

To derive the wave pattern we begin with Maxwell’s equations and the assumption
that all varying quantities are of the form: exp i(mθ + kz − ωt).

∇ · B = 0 (2.90)

∇ × B = µ0(j − iωϵ0E) = −iωϵ0KE (2.91)

∇ × E = −iωB (2.92)

Furthermore, the plasma current, neglecting the ion motion, is j = −enu and the
continuity equation ∇ · j = 0. The equation of motion for the electrons is:

−iωmeu = −e (E + u × B0) −meνu (2.93)

Solving the above equation for E and substituting the expression for j we find:

E = B0

en0
[iδj + ẑ × j] (2.94)

where δ is as specified in the previous paragraph. If we now combine the Maxwell’s
equation above with our newfound expression for E while neglecting the displace-
ment current in the curl B equation we can find:

iωB = B0

en0µ0
[iδ∇ × ∇ × B + ∇ × [ẑ × (∇ × B)]] (2.95)

realizing that the last term is ik∇ × B this becomes:

δ∇ × ∇ × B − k∇ × B − k2
wB = 0 (2.96)

This equation can be factored into:

(α1 − ∇×)(α2 − ∇×)B = 0 (2.97)

with α1, α2 the roots of
δα2 − α− k2

w = 0 (2.98)

which is the quadratic equation that follows from Equation 2.85 and the solution
of which is given by Equation 2.88. The general solution of Equation 2.96 is B =
B1 + B2 where ∇ × B1 = α1 and ∇ × B2 = α2. Taking the curl of these last two
expressions and using Equation 2.90 we can write:

∇2B1 + α2
1B1 = 0 (2.99)

∇2B2 + α2
2B2 = 0 (2.100)
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for the helicon wave, α1 = k2
w/k. We can write out the wave equation above for the

z-component:
∂2Bz

∂r2 + 1
r

∂Bz

∂r
+
(
T 2 − m2

r2

)
Bz = 0 (2.101)

The r, θ components can be obtained from ∇ × B1 = α1 and yield:

im
r
Bz − iBθ = αBr (2.102)

ikBr − ∂Bz

∂r
= αBθ (2.103)

Equation 2.101 is the Bessel equation with solution:

Bz(r)CJm(Tr) (2.104)

After some manipulation we find the expressions for the wave fields [29]:

Br = 2A
T

[
αm

r
Jm(Tr) + kJ ′

m(Tr)
]

cos (mθ + kz − ωt) (2.105)

Bθ = −2A
T

[
km

r
Jm(Tr) + αJ ′

m(Tr)
]

sin (mθ + kz − ωt) (2.106)

Bz = 2ATJm(Tr) sin (mθ + kz − ωt) (2.107)

Er = ω

k
Bθ (2.108)

Eθ = −ω

k
Br (2.109)

Ez = 0 (2.110)

where A is the amplitude. From the above equations it is clear that the E and B
fields are orthogonal at each section z = const.. The z-component of E is zero, but
Bz is not to ensure ∇·B = 0. The divergence of E is therefore not zero, but instead
∇ · E = ωα/kBz.

The lowest two modes m = 0,±1 of the helicon waves are the most relevant.
The wave pattern for the m = 0 mode is:

Br = −AkJ1(Tr) cosψ (2.111)

Bθ = AαJ1(Tr) sinψ (2.112)

Bz = 2ATJ0(Tr) sinψ (2.113)

Er = Aω
α

k
J1(Tr) sinψ (2.114)

Eθ = AωJ1(Tr) cosψ (2.115)

Ez = 0 (2.116)
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Figure 2.3: Electric field pattern of helicon wave m = 0 and m = ±1. Image from [29].

where ψ = kz−ωt. For ψ = 0 the electric field is purely azimuthal and for ψ = π/2
it is purely radial, in between the fields lines form a spiral. As can be seen in
Figure 2.3.

The m = +1 mode has a field pattern that does not change with position, but
does change with the value of |kz/α|. The electric field pattern is given by:

Er = −A

T

ω

k

[
αJ ′

1(Tr) + k

r
J1(Tr)

]
sin (θ + kz − ωt) (2.117)

Eθ = −A

T

ω

k

[
α

r
J1(Tr) + kJ ′

1(Tr)
]

cos (θ + kz − ωt) (2.118)

Ez = 0 (2.119)

The field at kz − ωt = 0 can be written as:

Er = E0(ζJ0 − J2) sin θ (2.120)

Eθ = E0(ζJ0 + J2) cos θ (2.121)

with ζ = (α + k)/(α − k), Which produces (for kα = 1/3) the pattern shown in
Figure 2.3. Substituting ∇×B1 = α1B1 in Equation 2.91 yields: j = (α1/µ0)B. For
dielectric walls the boundary condition is jr = Br = 0 which is equivalent to Eθ = 0.
The radial wave number T is there for obtained from Eθ(a) = 0. Furthermore the
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Figure 2.4: Electric field pattern in the r, θ plane of helicon wave m = +1 (left) and
m = −1 (right). Image from [31].

pattern has a separatrix at r = r0 where Er(r0) = 0. As is apparent from Figure 2.4
there is a rotating transversal electric field at the center, moving along the column.
For m = +1 this is right hand polarized, while for m = −1 it is left hand polarized.
The electric field pattern for m = +1 and m = −1 is somewhat different as can be
seen in Figure 2.4.

2.2 Helicon Plasma Sources

Helicon plasma sources have been investigated since the discovery of helicon waves
in plasmas in 1965 [66]. Major contributors to helicon research have been Boswell et
al., Chen et al., Scime et al., Shinohara et al. and Shamrai et al. [31]. A review of
helicon sources by Chen can be found in [31] and a more recent review by Shinohara
in [114]. For a detailed review on helicon sources the reader is referred to these to
excellent works. Here we will present a summary of the most salient features of
helicon sources.

Helicon sources are plasma sources where the main heating and ionization mech-
anism are helicon waves. Helicon sources consist of a dielectric cylinder, with an
axial applied magnetic field and an RF antenna. Antennas used in helicon sources
are designed to excite the m = +1 mode, and work by coupling to the traveling,
rotating transversal electric field. Various types of antennas have been developed
over the years. Most antennas are a Nagoya type-III antennas (see Figure 2.5) or
a modification therefore. The principle is as follows: the rising current J entering
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Figure 2.5: Schematic of the working principle of a Nagoya type-III antenna for the
excitation of helicon waves. Image from [31].

through the center ring, splitting at the top, moving towards the end rings, where is
flows down and then recombines at the center. The rising current, flowing outward
in the top horizontal leg, generates an opposing electric field Em which drives elec-
trons to the outer rings, while in the bottom leg where the current flows towards the
center it drives the electrons towards the center. This creates a pattern of spaces
charges, marked +,− which in turn create a longitudinal and transversal electric
field Es. This field is supposed to couple to the transverse field of the m = +1
mode.

Other types of antennas can be seen in Figure 2.6. The Boswell antenna, (b), is
a Nagoya antenna split in two halves so it can be placed around the source without
breaking the vacuum. The half-helical antenna, (e) is a (right-hand) twisted Nagoya
antenna, which better matches the rotating pattern of the m = +1 mode. A spiral
antenna, (f) was used by Little and Choueiri [69]. Another novel antenna type is
the birdcage antenna, originally developed for MRI scanners but applied to plasma
sources by Guittienne et al. [48] and applied to helicon thrusters by Romano et al.
[104]. Birdcage antennas include capacitors to produce a resonance at the desired
frequency an produce rotating, transversal electric fields. Furthermore, if designed
well they present a real, or almost fully real impedance to the RF source. All
other antennas present themselves as inductive impedances and require a matching
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Figure 2.6: Different types of antennas used in helicon sources. Image from [114].

network for efficient power transfer from the RF generator to the antenna. Typical
operating frequencies are those within the ISM band, particularly 13.56 MHz and
its harmonics 27.12 MHz and 40.68 MHz.

Helicon plasmas are of interest because of the high plasma densities n ∼ 10−19

m−3, they can generate. When varying the RF power to the plasma, density jumps
can be distinguished which are related to a change in power coupling mechanism.
At very low power < 200W a capacitively coupled plasma is generate, with typically
n ∼ 10−15 m−3, with increasing power, coupling becomes inductive, resulting in a
density jump, and magnitudes of n ≲ 1017 m−3, at even larger power another density
jump occurs with densities of 1018 − 1019 m−3 corresponding to the helicon mode
[114][31]. Further density jumps can occur corresponding to different resonances of
the bounded helicon wave. Density jumps can also occur with increasing magnetic
field [31]. Another characteristic of helicon sources is a density profile that is centred
on the axis of the plasma column [31] and a color change in the emitted light
attributed to and increase ion density. In argon discharges this results in a distinct
bright blue discharge, while in xenon it produces a bright green/white discharge.
Corresponding spectral measurements show a relative increase of emission lines
coming from Ar II (or Xe II) in these modes.
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Figure 2.7: Schematic of a helicon thruster.

2.3 Helicon Plasma Thrusters

Helicon plasma thrusters are simply thrusters that are based on helicon sources.
This includes two-stage technologies such as RF gridded ion thrusters (RFGIT)
[144], helicon hall thrusters [109] as well as the ‘VAriable Specific Impulse Mag-
netoplasma Rocket’ (VASIMR) [25]: a 200 kW ion ion cyclotron resonance (ICR)
thruster based on a 30 kW helicon ionization stage. However we will focus on
single stage helicon thrusters that consist of a helicon source only. In the two-
stage thrusters the plasma is generated by the helicon source and accelerated by
a secondary mechanism, electrostatic (RF-GIT), hall-effect or ICR, in single stage
helicon thrusters the acceleration mechanism is a magnetic nozzle, a concept which
will be explained in detail the next section.

Single stage helicon plasma thrusters are in essence a helicon plasma source with
an open end. It consists of a dielectric tube, open at one end and closed at the other
end; a gas injection port generally at the closed end; a helicon antenna enveloping
the cylinder; and a magnetic circuit, either by means of a solenoid or permanent
magnets, that produces an axial magnetic field. A schematic of the principle can
be seen in Figure 2.7.
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2.3.1 Magnetic Nozzles

Although not specific to helicon thrusters, the magnetic nozzle is the main mecha-
nism for generating thrust of HTPs. The general principal is as follows, magnetized
electrons expanding along a divergent magnetic field will exchange their thermal,
azimuthal velocity into parallel (along the magnetic field line) velocity, accelerating
downstream. This in turn produces an ambipolar electric field that will drag the
ions along. A magnetic nozzle thus converts electron thermal motion into ion ki-
netic motion, albeit not perfectly. The force is due to the magnetic force between
the electron diamagnetic current and the magnetic circuit of the thruster.

A 1D expansion model was already reported in 1968 by Andersen et al. Combin-
ing the equation for conservation of energy M̄ =

√
M2

0 − 2ϕ̄, the continuity equation
R̂V (ẑ)n̄M̄ = M0, and the Boltzmann relation n̄ = eϕ̄ leads to the following implicit
equation for ϕ̄:

R2
V (ẑ)eϕ̂

√
M2

0 − 2ϕ = M0 (2.122)

Once solved for ϕ̄, n̄, M̄ can also be calculated. The variables are radially average
non-dimensional: M̄ = ui/cs the ion Mach number (cs =

√
Te/mi), n̄ = n/n0

and ϕ̄ = eϕ/Te. Furthermore R̂V (ẑ) is the plasma radius at position ẑ which is
taken to be the radius of the magnetic flux tube (for which the magnetic stream
function ψ(z, r) = const.) originating at the throat of the magnetic nozzle, such
that ψ(z,RV ) = ψ(0, R); both R̂V and ẑ are normalized with R. Note that for the
magnetic stream function ∂ψ/∂z = −rBr and ∂ψ/∂r = rBz. For a single loop with
radius RL and current I the stream function is given by:

ψ(z, r) = µ0IRL

4π
√

(RL + r)2 + z2 [(2 −m)K(m) − 2E(m)] (2.123)

with m = 4RLr[(RL + r)2 + z2]−1 and K,E the complete elliptical integrals of the
first and second kind.

The 1D model does describe the axial expansion rather well but a 2D model
is needed for insight into any other features. Ahedo and Merino developed an
axisymmetric 2D model of a supersonic expansion in a magnetic nozzle based on
the method of characteristics [3]

The model solves the continuity and momentum equations for species electrons



42 Helicon Plasma Thruster

and ions in a steady-state collision-less plasma.

∇ · (njuj) = 0 (2.124)

mjnjuj · ∇uj = −∇njTj − qjnj∇ϕ+ qjnjuj × B (2.125)

with nj, mj, qj, Tj and uj the density, atomic mass, charge, temperature and
velocity of species j = i, e and ϕ and B the ambipolar potential and magnetic field
respectively.

Since the model assumes axisymmetry (∂/∂θ = 0) the velocity can be separated
in a longitudinal and azimuthal component ũ = u − uθ1θ.

After some manipulation the following system of 3 differential equations:

uri
∂ lnn
∂r

+ uzi
∂ lnn
∂z

+ ∂uri

∂r
+ ∂uzi

∂z
= −uri

r
(2.126)

uri
∂uri

∂r
+ uzi

∂uri

∂z
+ c2

s

∂ lnn
∂r

= −(uθe − uθi)Ωi cosα + u2
θi

r
(2.127)

uri
∂uzi

∂r
+ uzi

∂uzi

∂z
+ c2

s

∂ lnn
∂z

= (uθe − uθi)Ωi sinα (2.128)

(2.129)

and 4 algebraic equations:

Te lnn− eϕ = He(ψ) (2.130)

uθe = −r

e

dHe

dψ
rmiuθi + eψ = D(ψi) (2.131)

nu∥e

B
= Ge(ψ) (2.132)

are found. Note that here two different reference are used, cylindrical {1z,1r,1θ}
and magnetic {1∥,1⊥,1θ}. Furthermore Ωi is the ion cyclotron frequency and α

the angle of the local magnetic field vector. ψ is the magnetic stream function
as defined earlier and ψi is the ion stream function, defined similarly, such that
∂ψi/∂z = −ruri and ∂ψi/∂r = ruzi. D(ψ) is the value of the conserved ion angular
momentum, Ge(ψ) the ratio of electron to magnetic flux, and He(ψ) the electron
Bernoulli function, along a magnetic stream tube. Note also that the plasma is
assumed quasi-neutral ne = ni ≡ n, isotropic, and that E = −∇ϕ. These 7
equations are a closed system for determining n, ϕ,ui,ue. All variables can be
normalized with R, cs, Te and n0. The model furthermore requires as a boundary
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conditions the radial distributions at the throat, i.e. z = 0 as well as the magnetic
stream function ψ or (equivalently) magnetic field B.

Throat conditions considered in the model are: a) supersonic ions ûzi = M0 ≃
1; b) current-free ûze = ûzi; c) axial flow ûre = ûri = 0; d) constant potential
ϕ̂ = 0; e) density distribution n̂ = J0(a0σr̂ where σ controls the non-uniformity;
d) Hall-current distribution ĵθe = −Ω̂−1

i0 a0J1(a0σr̂) and ûθe = −ĵθe/n̂; e) zero swirl
current ûθi = 0. With these parameters D(ψi), He(ψ), Ge(ψ) and dHe/dψ can the
differential equations are then integrated from z = 0 to close to the turning point
of the nozzle, z = zF .

The three parameters controlling the entrance conditions are the non-uniformity
σ, the ion magnetization Ω̂i0 = Ωi0Rc

−1
s and the divergence of the nozzle RL/R

Ahedo and Merino compared the uniform σ = 0 and highly non-uniform σ =
0.99 cases and found that the results of the former agree well with the 1D model.
For the non-uniform case both the ion current density is found to concentrate itself
on-axis (as opposed to being uniform in the 1D model) which is good for thrust
and ion-detachment. The also found a separation of the magnetic streamtubes ψ
and the ion streamtubes ψi where the latter are less divergent. This points to ion
detachment from the magnetic nozzle which is necessary for thrust. As the magnetic
field lines are closed, if ions, like the electrons would follow the magnetic field lines
the would curve back onto the device and the net momentum flux would be zero.
Furthermore the separation of the magnetic, i.e. electron stream tubes and ion
stream tubes also implies that the plasma is not locally current-free, i.e. j ̸= 0 even
though it is globally current-free i.e. ∇ · j = 0. And lastly it induces a swirl current
jθi opposite to the Hall current jθe that will degrade performance somewhat.

The thrust F generated by the magnetic nozzle can be written as:

F = 2π
∫ RV (z)

0
drr(nmiu

2
zi + pe) (2.133)

where the first term of the integrand is the axial ion momentum flux and the
second term is the electron pressure. If we combine the electron and ion momentum
equation, and use the continuity equation to write the ion inertial term as a dyadic
tensor we get:

∇ · (nmiuiui) + ∇(neTe) = en(ue − ui) × B (2.134)

If we now take the volume integral over the volume V and use the divergence
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theorem we get:

∮
∂V

(nmiuiui · n̂)dS +
∮

∂V
neTedS =

∫
V

−jθ × B (2.135)

The z-component of this equation is:

F = 2π
∫ RV

0
drr(nmiu

2
zi + neTe)

= 2π
∫ R

0
drr(nmiu

2
zi + neTe) +

∫
AV

pe sinαdS −
∫

V
−jθBrdV

= F0 + Fv + Fs

where AV is the lateral surface of the magnetic nozzle (with 1⊥ the normal vector).
The thrust therefore consists of three contributions: F0 the thrust generated at
the throat coming from the source, Fv the magnetic thrust due to the volume hall
current and the Fs the magnetic thrust due to a surface current on the edge of
the magnetic nozzle. Where the surface Hall current is postulated to be jθ,s =
−(pe/B)|z,RV (z). Note that since plasma at the throat is sonic, i.e. uzi(z = 0) = cs

that the momentum flux at the throat is equal to 2nTe where 50% or neTe is due
to the electron pressure and the other 50% from the ion kinetic energy. From the
above equation it should also be clear that the main source of thrust is are the
volume and surface diamagnetic current jθ,jθ,s. Justifying its classification as an
electromagnetic thruster. Furthermore it shows that the swirl current jθ,i reduces
the performance since it reduces jθ.

Deriving the energy equation from the momentum equation we find for the ion
axial power, i.e. the axial flow of axial kinetic energy, integrated over the volume:

Pzi(z) = 2π
∫ Rv(z)

0

1
2nmiu

3
zirdr (2.136)

= 2π
∫ R

0

1
2nmiu

3
zirdr +

∫
V
uzi

∂pe

∂z
dV −

∫
V
uzijθBrdV (2.137)

= Pzi,0 + Pzi,th + Pzi,m (2.138)

while the total ion kinetic power we get from:

∇ · (1
2nmiu

2
i ui) = −ui · ∇pe + ui · (jθ × B) (2.139)
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which integrated over the volume yields:

Pi(z) = 2π
∫ Rv(z)

0

1
2nmiu

2
iuzirdr (2.140)

= 2π
∫ R

0

1
2nmiu

2
iuzirdr +

∫
V

ui · ∇pedV −
∫

V
ui · (jθ × B)dV (2.141)

= Pi,0 + Pi,th + Pi,m (2.142)

2.3.2 Thruster Source Model

The plasma thruster source region of a long cylinder R ≪ L with a purely axial
B = B0ẑ magnetic field, was modelled using an axisymmetric 2D fluid model with
three species (ions, electrons, neutrals) by Ahedo and Navarro-Cavallé [5] by de-
coupling the radial and axial equations and solving the continuity equation and the
momentum equation.

∇ · (neue) = ∇ · (niui) = −∇ · (nnun) = nennRion (2.143)

∇ · (mjnjujuj) = −∇pj + qj(−∇ϕ+ uj × B) − Sj (2.144)

with mj the particle mass, nj the density, uj the velocity vector, B the magnetic
field vector, ϕ the ambipolar potential (assuming E = −∇ϕ), pj = Tjnj the pres-
sure, Rion the ionization rate and Sj a collisional term. They assumed: 1) axial
symmetry ∂/∂θ = 0 2) cold neutrals Tn = 0, un 3) negligble ion pressure pi ≪ pe 4)
longitudinal ambipolarity j − jθẑ = 0 such that uzi = uze ≡ uz and uri = ure ≡ ur

4) density profile n(z, r) = nz(z)nr(z, r) with (2/R2)
∫ R

0 rnr(r, z)dr = 1 ∀ z 5)
ϕ(z, r) = ϕz(z) + ϕr(z, r) with ϕr(z, 0) = 0 ∀ z 6) unmagnetized ions uθi ≪
uθe ≡ uθ 7) neglecting longitudinal electron enertia, but maintaining azimuthal
electron inertia through uθe 8) Ordering of spatial gradients: ∂nr/∂z ≪ ∂nr/∂r.
∂ϕr/∂z ≪ ∂ϕr/∂r, ∂(ur, uθ)/∂z ≪ ∂(ur, uθ)/∂r and ∂uz/∂r ≪ ∂uz∂z. This results
in a set of 5 axial equations determining nz, nn, uz, un, ϕz and 4 radial equations
that determine nr, ur, uθ, ϕr which are coupled only through the wall recombination
frequency νw(z). The boundary conditions are ur = uθ = ln(nr/nr(z, 0)) = ϕr = 0,
ur(z,R) = cs with cs =

√
Te/mi the Bohm velocity, for the radial equations and

un(0) = un0, uz(0) = −cs and uz(L) = cs.
Integrating the equation for a given set of representative operational parameters

they found that a) neutral density depletes along the axial direction b) ion density
has a peak some distance after the injection point with a positive gradient before and
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a negative gradient after; c) ions move towards the back wall left of the density peak
and towards the exit after the peak; d) electron collisions frequency decrease towards
the exit, due to neutral depletion, resulting in a more magnetized plasma near the
exit; e) for strong magnetization the radial velocities are low in the bulk plasma
and increase sharply near the radial walls. i.e. plasma magnetization concentrates
velocity gradients near the chamber wall and idem for the radial electric field; f)
radial gradients of the plasma density are maintained by the radial Lorentz force
due to azimuthal electron current; g) for weak magnetization the radial wall losses
are not negligible (something also found by [64]) and h) constant-velocity lines
in the r, z plane are good approximations for iso-potential lines showing that ion
acceleration is driven by the ambipolar electric field.

In terms of the performance the model looks at utilization efficiency ηu =
ṁi(L)/ṁ and production efficiency ηp = ṁi(L)/ṁi in other words the ratio of
the mass flow rate of ions leaving the thruster to the total mass flow rate injected
into the thruster and the ratio of the mass flow rate of ions leaving the thruster to
by the total mass flow rate of ions produced (i.e. those leaving the thruster as well
as those to the back and radial walls). Both utilization and production efficiency
were found to increase with the magnetic field saturating at the maximum value for
B > 600G while the utilization efficiency depends also on the electron temperature,
where higher temperatures both result in reaching the maximum value for lower
magnetic fields as well as a higher maximum value.

The model also looked at the total efficiency where. It solves the following power
balance:

∇ · (Ṗ + Eionnui + ϕj) = Ṗa (2.145)

where the second term is the ionization loss, with Eion the ionization energy and
the third term is losses due to Joule heating; Ṗa is the absorbed power density. The
first term is the plasma power density:

Ṗ(z, r) = 1
2nnu

2
nun + 1

2n[miu
2
i ui + (meu

2
θe + 5Te)]ue + qe (2.146)

The power balance can be integrated over the volume which is equal to a integral
over the boundaries. The balance then becomes Pwall + Pbeam + Pion = Pa. where
Pwall are losses to the wall, Pion are losses due to ionization and Pbeam is the power
leaving thruster and going into the beam, which can be further divided into Pi and
Pe the power carried by the ions and electrons respectively. Since the thrust is
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generated by the axial momentum flux of the ions, the ‘useful’ power Piz is carried
by the axial ion kinetic energy flux miu

3
zi. The total efficiency is then Pzi/Pa which

can be further divided into partial efficiencies:

η = Pbeam

Pa

Pi

Pbeam

Pzi

Pi

= ηchamηconvηdiv (2.147)

Where ηcham is the chamber efficiency, ηconv is the conversion efficiency i.e. the
conversion of electron energy to ion kinetic energy and ηdiv the divergence efficiency.
At the exit of the thruster ηdiv = 1 however in the plume expansion, as we have
seen in the previous section on magnetic nozzles, this will be less than unity. The
conversion efficiency will also vary along the nozzle as electron thermal energy is
converted into ion kinetic energy.

The model of Ahedo and Navarro-Cavallé provide insight in the parametric
scaling of the source region. Main draw backs are the assumptions of a purely
axial magnetic field and the separation in axial and radial dynamics as well as
the assumption of a uniform electron temperature. Particle-in-cell (PIC) or hybrid
schemes could overcome these issues. Furthermore coupling to a 2D model of the
plasma-wave interaction is necessary to provide a more realistic model of the power
deposition.

Zhou et al. [154] adapted a 2D axisymmetric hybrid-PIC code originally de-
veloped for Hall-effect thrusters to the helicon thruster topology, most notably by
employing algorithms for solving a magnetic field aligned mesh. The electrons are
treated as a fluid while the ions are solved with a PIC model. Zhou et al. sim-
ulated a thruster similar to the prototype under investigation in this thesis, with
L = 60 mm, R = 12.5 mm, a magnetic field of B0 = 1200G, assuming a Gaussian
power density profile, centered on the magnetic throat with a total RF power of
Pa = 300W and running with xenon. The following conclusions were reached: a)
plasma densities peaks near the back wall at 5·1019 m−3, decaying radially inside the
source region due to wall losses and in the plume due to expansion; b) electron tem-
peratures are around Te = 7 − 14 eV with a maximum on-axis near the peak of the
power density. c) plasma potential is maximum near the back wall corresponding
to the plasma density peak and the total potential drop is about 50V, or about 3Te.
(Note that based on kinetic modelling, as we will see in the next section, for Xenon
this expected to about 8Te. The discrepancy here is likely due to the incomplete
plume expansion of the model); d) ion motion is governed by the electric field, while
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electrons are attached to the magnetic streamlines. The sum j̃e + j̃i of the longitu-
dinal (̃j = j− jθẑ) although globally zero, locally is non-zero, i.e. local ambipolarity
is not fulfilled; e) the azimuthal current is almost exclusively due to electron motion
and has contributions due to electric field and pressure gradient drift, where the
latter dominates; f) power fluxes to the back wall are about an order of magnitude
larger than to the radial walls (however the radial walls have a larger surface area)
and impact energies are about a factor 2 higher at the back wall. g) the solution
is sensitive to the anomalous cross-field transport parameter where αano = 0.02
provided the best agreement with experimental results. h) an anomalous cooling
parameter, a collision frequency νq was needed to reproduce the electron cooling in
the plume, in fact νq = 0 results in a (non-physical) isothermal expansion, while
νq ∼ 109 s−1 reproduces the polytropic cooling with 1.15 < γ < 1.25 observed in
experiments and kinetic modelling. i) variations in the power deposition map, e.g.
homogeneous heating instead of a Gaussian profile, produces mild changes in the
plasma response, mostly affecting the location of the electron temperature peak
although the magnitude is comparable.

2.3.3 Helicon Thruster Prototypes

Helicon thruster technology although relatively new, has been and still is being
investigated by many research groups around the world. The earliest work was
done by Charles and Boswell at the Australian National University in Canberra.
Early publications of Charles and Boswell refer to a Helicon Double-Layer Thruster
(HDLT) as a thin double layer structure was observed experimentally in the exhaust
plume in which most of the acceleration happened, as opposed to gradual ambipo-
lar acceleration along the magnetic nozzle. Double layers do not impart additional
thrust, nor do they affect the final downstream divergence [83]. Many later exper-
iments, including at EP2 do not show evidence for a double layer. It is thought
that this is possibly related to facility effects. Experiments of Charles and Boswell
were performed on thrusters coupled to relatively small diffusion chamber while
more experiments are performed with thrusters completely immersed in large vac-
uum chambers. Takahashi was a visiting fellow at ANU and subsequently started
a line of research at Tohoko University in Sendai, Japan, working mostly on high
power (>1 kW) helicon thrusters. A second center of investigation in Japan is the
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research group of Shinohara at the Institute of Engineering of the Tokyo University
of Agriculture and Technology. In the USA research on helicon thrusters has been
performed at Georgia Tech, Atlanta, by Williams and Walker, at the University of
Michigan by Shabshelowitz and Gallimore, at Massachusetts Institute of Technology
by Batischev [11] and by Little [69] and Choueiri at Princeton University. However,
the latter two have not presented any direct thrust measurements. The US com-
pany Phase Four is developing an RF (helicon) thruster and has published some
performance data. In Europe, some work has been done by Harle and Pottinger
at the Surrey Space Centre of the University of Surrey in the UK, by Trezzolani
and Pavarin at the Advanced Space Propulsion group at Padova University, Italy
and the spin-off company T4i and by Navarro-Cavallé at the Space Propulsion and
Plasmas group of Universidad Carlos III de Madrid, Spain. This thesis is part of
the latter research effort. In Table 2.2 below an overview can be found of published
performance data by the aforementioned research groups. It is mostly a duplicated
of Table 1 of [121] with some additional data points.

2.3.4 EP2 Prototypes

The HPTx is an experimental platform developed by EP2 (jointly with SENER
Aeroespacial). It is a laboratory breadboard model that allows for several opera-
tional parameters to be varied among which: RF power, mass flow rate, magnetic
field. It consists of a solenoid with about 50 G/A that can handle currents of up to
30A; a 25 mm inner diameter, 120 mm long quartz tube; a ceramic injector at the
back of this tube and a half-turn helical antenna fed by an RF power generator op-
erating at a frequency of 13.56 MHz. Between the power generator and the thruster
is a matching circuit to reduce power reflections due to impedance mismatch. A
schematic of the prototype can be seen in Fig. 2.8 and the operational parameters
are tabulated in Tab. 2.3. More details on the HPTx and its predecessors can be
found in [90, 92]. For the purpose of validating the thrust balance it is important
to note that the thruster weighs 5.2 kg and is mounted to the balance using a
mechanical interface that weighs 1.7 kg.
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Figure 2.8: Schematic of the HPTx setup.

Table 2.3: HPTx operational parameters.

parameter nominal range unit

RF power 450 300-600 W
B-field 1000 0-1500 G
mfr, Xe 10 5-30 sccm
mfr, Ar 20 10-50 sccm





CHAPTER

THREE

Plasma Probes

“History proves abundantly that pure science,
undertaken without regard to applications to
human needs, is usually ultimately of direct
benefit to mankind.”

— Irving Langmuir

3.1 Langmuir Probes

3.1.1 Theory

The Langmuir probe was the first plasma diagnostic ever developed and is named
after its inventor, and pioneer of plasma physics, Irving Langmuir. The working
principle is simple, yet elegant. It consists of a metallic surface emerged in the
plasma, connected in series with a current meter and a voltage source. The second
terminal of the voltage source is connected to the plasma chamber which acts as
the electrical ground. From the current-voltage characteristic or I−V curve, n, Te,
Φ and fe(E) may be obtained.[68, p.185]

The bulk of the plasma is quasi-neutral; the non-neutral regions between the
surface and the plasma is called the sheath. A plasma sheath can be of the order
of 10-100 Debye lengths [68, p.175], which is defined as:

λD =
(
ϵ0kBTe

e2n

)1/2

(3.1)

With ϵ0 the permittivity of free space, kB the Boltzmann constant and e the
elementary charge. The Debye length is the characteristic length over which the
Coulomb potential of charges are shielded. Due to their higher mobility the electron
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flux to the surface initially exceeds the ion flux, negatively charging the surface. The
resulting change in potential of the surface results in a redistribution of the electrons
following the Boltzmann relation.

n(r) = n0 exp
(

−qΦ(r)
kBT

)
(3.2)

When the ion and electron fluxes are equal the surface is said to be at floating
potential, Φf , and the net current to the surface is zero.

Unless the surface is at the plasma potential there exists a potential drop be-
tween the bulk plasma and the surface. Ions are then accelerated through this
potential drop. For a collision-less sheath and cold ions (Ti = 0) it was found that
the sheath is only stable when the ions are accelerated to at least the Bohm velocity
u ≥ uB = (kBTe/mi)1/2 [68, p.169].

The probe can also be biased with a voltage V repelling either ions or electrons
and resulting in a net current. Assuming a Maxwellian electron distribution function
and cold ions (Ti = 0) we can give an expression for the collected current. Since
electrons are repelled following eq. 3.2 the total electron current is:

Ie = Ies exp
[
e (Φ − V )
kBTe

]
(3.3)

Here Ies is the electron saturation current, which is given by the random flux times
the probe area:

Ies = 1
4enAp

(
8kBTe

πme

)1/2

(3.4)

where Ap is the probe surface area and the term in parentheses is the mean velocity
of the Maxwell-Boltzmann distribution with temperature Te. In the case of a planar
probe for a voltage V ≥ Φ the electron current is equal to the saturation current.
In the sheath, ions approaching the probe surface are almost mono-energetic (since
we assumed Ti ≃ 0) and reach the probe with uniform velocity uB. The total ion
current collected by the probe is therefore:

Ii = −α0enApuB (3.5)

where α0 = e−1/2 is a correction accounting for the fact that the density at the
sheath edge is a factor e−1/2 ≈ 0.61 lower than the bulk density [68, p.172]. The
total current collected by a probe is then the sum of the electron and ion currents
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Figure 3.1: Sketch of an ideal Langmuir probe I − V curve.

I = Ie + Ii. A sketch of the I − V curve can be seen in figure 3.1. Note that the
abscissa displays the normalized potential ϕ̂ = e(V − Φ)/kBTe.

The aforementioned approach is only valid for an infinite plane. Real probes
however are finite and often cylindrical. However when the probe parameter ξ =
rp/λD which is the ratio of probe radius to Debye length is sufficiently large ξ ≥ 50,
the aforementioned approach remains valid [72]. This regime is referred to as the
thin-sheath limit. However the assumption of a constant ion and electron saturation
current is incorrect since the sheath expands with increasing voltage following the
Child-Langmuir law [68, p.177] resulting in a sheath thickness s:

s =
√

2
3 λD

[
2e (V − Φ)
kBTe

]3/4

(3.6)

The correction for the sheath area As of a cylindrical probe being:

As = Ap

(
1 + s

rp

)
(3.7)

The plasma in an electric thruster plume expands into the vacuum and the plasma
density decreases with increasing distance from the thruster exit. Although the
electron temperature can decrease as well, due to electron cooling [76, 70, 86, 132]
the net effect is an increase in Debye length downstream. The probe parameter ξ
is therefore not constant and the aforementioned assumption not always valid. The



56 Plasma Probes

opposite limit, the thick-sheath limit more often referred to as the orbital motion
limit (OML) is defined as ξ < 3 and here a different theory applies.[68, p.192] For a
cylindrical probe with a thick sheath ξ > 3 the angular momentum of the collected
species has to be taken into account. In the limit of high voltage |Φ − V | ≫ Te the
collected current can be expressed as:

Ij = enjAp

π

[
2e (Φ − V )

mj

]1/2

(3.8)

where j = i, e. Often the probe parameter is in the transitional regime 3 < ξ < 50,
where no closed form of the collected current is available and numerical solutions
are required. The most complete set of results were obtained by Laframboise [65].
These numerical results have been parametrized for use in post-processing of LP
probe data. The latest parametrization of Narasimhan and Steinbrüchel [89], valid
for the aformentioned regime, provides the ion collection current for Ti ≪ Te from
a power series fit to Laframboise’s results.

Ii(V, λD) = eniAp

(
kBTe

2πmi

)1/2

a

(
Φ − V

kBTe

)b

(3.9)

a = 1.18 − 0.0080 · ξ1.35 (3.10)

b = 0.0684 + [0.722 + 0.928 · ξ]−0.729 (3.11)

A similar parametrization exists for electron saturation current in the transitional
regime [72], however this is only necessary for determining ne if the plasma potential
is not well defined; otherwise equating I(Φ) with eq. 3.4 yields ne.

The plasma potential can be determined from the inflection point of the I − V

characteristic. The abrupt transition from the electron retarding regime to the
electron saturation regime is often clearly visible and referred to as the ‘knee’ of
the curve. The plasma potential is usually obtained by finding the location of the
maximum in the first derivative of the I−V curve. However noise in the numerical
differentiation or a poorly defined peak in more complex plasmas can lead to poor
accuracy.

Often the electron energy distribution function is assumed to be Maxwellian,
however in the case of magnetized electrons, large anisotropic ion velocities, wall-
effects and anomalous transport the actual distribution may deviate. The Langmuir
probe can be used to determine the actual distribution function. Druyvestein proved
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in 1930 that the distribution function f(E) was proportional to the second derivative
of the I − V characteristic [38]. The Druyvestein method can therefore be used to
determine fe(E) [68, p.191]:

fe(E) = 2
e2Ap

(2meeE)1/2 d
2Ie

dE2 (3.12)

where E = Φ−V . Note that this is the second derivative of the electron current, so
one has to first subtract the computed ion current before differentiating. From the
distribution function the electron density and temperature can then be determined
by taking the zeroth and second moments of the distribution [72].

The post-processing methodology outlined above has been implemented in a
MATLAB script which is duplicated in section A.1. This script makes a first guess
of the plasma parameters based on the thick sheath limit to estimate the Debye
length and the probe parameter ξ. Then it iterates using the appropriate model
(thick sheat, OML or the parametrization of Narasimhan and Steinbrüchel) until
it converges on a ion density and electron temperature. The plasma potential
is obtained from the peak in the first derivate. Furthermore the EEDF is also
calculated and its zeroth an first moment are calculated for comparison.

RF-compensation

The application to radio-frequency plasmas complicates the interpretation of LP
measurements. Strong RF-fields propagate through the plasma and result in a
locally oscillating plasma potential Φ̃ = Φdc + Φrf (t). Since the RF frequency 3-300
MHz usually exceeds the bandwidth of the Langmuir probe acquisition by several
orders of magnitude. The measured I−V curve is in fact a time-average over many
RF-periods and due to the non-linear response of the current voltage relationship
this I − V curve is not representative of the DC behavior [18]. Most importantly
the slope of the exponential part decreases resulting in a erroneously high reading
of the electron temperature.

There are two approaches to mitigate this problem, passive filtering using RF-
chokes [120, 40, 42] or active compensation where the RF feed signal is added to
the probe signal to cancel the RF fluctuations. Although both methods agree quite
well [8], the latter method is more elaborate and best applied to more homogeneous
RF discharges encountered in plasma processing. For a thorough understanding of
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Figure 3.2: Equivalent circuit for RF-compensated Langmuir probe.

the underlying physics and the application to double probes the reader is referred
to the recent work of Caneses [23]. In the present case the passive method of Sudit
and Chen [120] was chosen for its simplicity.

The working principle as shown in figure 3.2 is as follows. By placing a notch
filter (choke) with a resonance at the RF frequency in series with the probe, a voltage
divider is formed by the resistance of the plasma sheath and the impedance of the
filter. Proper compensation requires that the oscillations at the probe tip (point P
in fig. 3.2) are much smaller than kBTe/e. The problem is that a stray capacitance
Cs1 cannot be avoided. The resulting stray impedance is Zs1 is very small at high
frequencies. Since it’s parallel to Zck, the resulting equivalent impedance Zs1 ∥
Zck is smaller than Zck reducing the effect of the chokes. To mitigate this an
auxiliary electrode with an area Ax much larger than the probe tip is capacitively
coupled to the probe tip through a sufficiently large capacitor Ccp. The condition
for compensation then reads:

Zc ≫ Zx

(
e|Φrf |
kBTe

− 1
)

(3.13)

where Zc = min (Zck, Zs1). For calculating Zsh the following expressions can be
used:

Rx = dI

dV
≈ kBTe

Ii

Ap

Ax

(3.14)

Cx ≈ Ax

25/4
ϵ0

λD

[
e(Φ − V )
kBTe

]3/4

(3.15)

where the second equality holds at the floating potential (i.e. Ie + Ii = 0). Note



3.1. Langmuir Probes 59

that the expression for Cx is an approximation in the absence of RF [30]. The
approximation in Rx is only strictly valid at V = Φf .

LP measurements in the plume of the HPT operating with argon at 450 W input
power and a magnetic field of 1000 G showed that on the center-line, a 100 mm
downstream of the exit plane the plasma density is 1.26 ·1017 m−3 and the electron
temperature 9.6 eV from which it follows that λD = 6.5 µm. Using the dimensions
given in the next paragraph we can calculate the resistance and capacitance in the
sheath of the auxiliary electrode: Rx = 3.7 kΩ and Cx = 8 pF. (Note that the term in
brackets in equation 3.15 in the case of argon is about 4.7 when V = Φf .) At 13.56
MHz the total impedance Zx = 10 kΩ. The stray capacitance is estimated to be 1 pF
[120] leading to an impedance of Zc = 12 kΩ. In the equality 3.13, considering the
condition ’much larger than’ (≫) as > 10 then yields Φrf < 2.2kBTe/e = 21.1 V. As
will be shown in section 3.7 the amplitude of the RF potential is Φrf = 12.9 V under
the same conditions. Since the density drops almost an order of magnitude over the
plume the probes’ capacity to filter diminishes and the condition of 3.13 read Φrf <

15.4 V. However as can be seen from figure 3.19 in section 3.7 downstream the
potential oscillations decrease as well and Φrf = 5 V. It can be concluded that the
potential oscillations are successfully filtered in the whole plume (for the conditions
of figure 3.19.)

3.1.2 Construction

The RF-compensated LP consists of the current collecting tip, a secondary electrode
and the RF-choke circuit. It has a ceramic (Alumina) housing and is terminated
with a male BNC connector. The tip is made of a 32 mm long, 0.256 mm diameter
tungsten rod which is crimped to the terminal of the RF choke. The tungsten rod
is inserted in a 20 mm long alumina tube with 1.3 mm OD and 0.512 mm inner
diameter (ID), leaving about 2 mm of the tip exposed. The alumina tube is then
inserted in a larger, 10 mm long, 3.96 mm outer diameter (OD) alumina rod with
dual bores of 1.3 mm diameter. A 22 nF capacitor is soldered to the terminal of
the RF chokes, close to where the tungsten rod is crimped. The other terminal of
the capacitor is inserted into the second bore of the dual bore alumina rod. It is
soldered to a piece of copper tape that is then wrapped around the thin alumina
tube and serves as the secondary electrode. With a 1.4 mm diameter and 10 mm
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Figure 3.3: CAD drawing of RF-compensated Langmuir probe.

length the exposed surface area is 44 mm2 about 27.5 times the area of the tip.
In total the probe contains 4 chokes soldered in series, two with a resonance at

13.56 MHz and two at 27.12 MHz. The terminal of the last RF-choke is soldered to
the pin of a male BNC connector which terminates in a 3/8-32 UNEF thread. An
aluminium adaptor is machined consisting of a 10 mm long, 7.95 mm OD cylinder
continuing in a 9 mm long, 14 mm OD cylinder. The inside of the widest part is
tapped with a 3/8-32 UNEF thread; the thinner part has 6 mm ID bore. The whole
assembly is inserted into a 82 mm long, 7.95 mm ID, 11 mm OD alumina tube. The
aluminium adapter is glued to the alumina tube using epoxy and the joint is covered
in aluminium tape to protect the epoxy from exposure to the plasma. On the other
end the dual bore alumina rod extends about 5 mm from the large alumina tube.
The surrounding gap is filled with a zirconium paste, taking care that the probe tip
is centered. A CAD drawing of the probe is shown in Figure 3.3 and a cross-section
to show the internal configuration, in figure 3.4.

3.2 Capacitive Probes

3.2.1 Theory

Capacitive probes (CP) are particular to RF plasmas and are used to measure the
local RF potential. The name refers to the fact that the probe is capacitively coupled
to the plasma; this also means it draws no net current. The capacitive probe consists
of a wire connected to a 50Ω resistance, terminated in a coaxial connector. The
shield of the connector is extended with a conductive cylinder which is concentric
with the center wire and extends beyond the resistance, leaving only the tip of the
wire exposed. The outer cylinder is then enshrouded with a dielectric, covering also
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Figure 3.4: Schematic cross-section of RF-compensated Langmuir probe. Numbered
parts: 1) tungsten tip; 2) secondary electrode (copper tape); 3) single bore alumina rod;
4) double bore alumina rod; 5) coupling capacitor; 6) crimp ferule; 7) 13.56 MHz choke; 8)
27.12 MHz choke; 9) alumina tube; 10) custom aluminium adapter; 11) BNC connector.

the open end of the cylinder and the wire tip. The wire and resistor are electrically
shielded by the cylinder, while the short wire tip is capacitively coupled through
the dielectric. A schematic of the probe can be seen in Figure 3.6 along with an
equivalent circuit. Note that Cp is the capacitance between the wire tip and the
plasma, and Cc is the capacitance of the shielded part and the coaxial cable.

From the equivalent circuit it can be seen that the probe connected to an os-
cilloscope with a 50 Ω input forms a voltage divider. The impedance is constant
at a given frequency and therefore the relationship between the RF potential and
the voltage measured at the oscilloscope is linear. Since the plasma is highly non-
linear, harmonics of the RF frequency can be generated [30],[42]. The impedance
of the voltage divider at each harmonic will be different. To obtain the relationship
between the RF potential and the measured voltage the probe is calibrated using
the same method as used in [42]. The resulting coefficients are shown in table 3.1
and agree well with those obtained in [42]. The calibration constants clearly scale
with the inverse of the frequency, as expected.

3.2.2 Construction

The probe is based on a pyrex test tube of 95 mm length with a 12 mm outer
diameter and a 9.6 mm inner diameter, which serves as the dielectric shroud. A
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Figure 3.5: Equivalent circuit of capacitive probe.

Figure 3.6: Schematic of capacitive probe.

Table 3.1: Capacitive probe calibration.

Frequency [MHz] Calibration constant |Φrf |[V]

13.56 1029 13.01
27.12 511 0.567
40.68 328 0.013
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Figure 3.7: CAD drawing of Capacitive probe.

hollow aluminium cylinder was machined to fit the test tube, with a length of 90
mm, a 9.5 mm outer diameter and 6 mm inner diameter. At one end the cylinder has
a 9 mm long and 14 mm diameter extension, with an inside 3/8-32 UNEF thread to
fit a threaded male bulkhead BNC connector. A 60 mm long, 1 mm diameter bare
copper wire was soldered to the solder pin of the BNC connector. A 50Ω resistor
was soldered to the wire. On the other end another 15 mm of copper wire was
soldered. The length of the wire was chosen such that the tip was situated at the
center of the spherical end of the test tube. To ensure that the wire would remain
centered three PTFE spacers of 30 mm length were machined to fit the aluminium
tube and the wire. A CAD drawing of the probe is shown in Figure 3.7.

3.3 Emissive Probes

3.3.1 Theory

Emissive probes (EP) essentially are Langmuir probes heated to the point of
thermionic emission. Emissive probes emit electrons with a half-Maxwellian dis-
tribution with a temperature Tw equal to that of the wire. Since generally Tw ≪ Te

the exponent in the Boltzmann relation of the emitted electrons is much more sen-
sitive to potential differences. Emissive probes can therefore measure the plasma
potential more accurately. [112] There are several methods for measuring Φ with
an EP and they can be found in the extensive review on EP’s [112] and their use
in electric propulsion testing [113]. In this paper we focus on the floating potential
method in the limit of high emission.

As mentioned before any unbiased conductive exposed to the plasma will charge
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up negatively (with respect to the plasma potential). When electrons are emitted
from the probe surface the negative charge on the probe is reduced and the voltage
drop over the sheath decreases. If the emitted current is sufficiently high the floating
potential will approach the plasma potential.

For a Maxwellian xenon plasma, without emission, the difference between the
floating potential and the plasma potential is about 5.8kBTe/e [68, p.172]. By
inducing an emission current this potential difference can be reduce. However it
was found that at best an emissive probe will float about 1.5kBTe/e below1 [113, 53].

The advantage of the emissive probe over the Langmuir probe is then that a
single measurement of the floating potential will suffice, instead of taking an I − V

characteristic. Furthermore, emissive probes provide an accurate measurement of
the plasma potential even in cases where the Langmuir probe measurement might
fail, such as flowing or magnetized plasmas. The disadvantage is that the emissive
probe can potentially perturb the plasma more since it adds electrons to the plasma
with a different distribution function. The floating potential method is particularly
susceptible to this as it relies on large emission currents. Keeping the filament, and
therefore the total emission current small, minimizes these problems.[113].

The thermionic emission is given by the Richardson-Duschman equation.

Ie,th = λRA0T
2
wAw exp

(
−eϕw

kBTw

)
(3.16)

A0 = 4πmek
2
Be

h3 = 1.20173 · 106 Am−2K−1 (3.17)

here Tw is the wire temperature, ϕw the work function of the material, Aw the
surface area, me the electron mass, h = 6.626 · 10−34 kg·m2·s−1 Planck’s constant
and λR ∈ (0, 1) a material specific parameter.

According to [53] the probe floats nearest to the plasma potential when the ratio
between the emitted and incident current reaches a critical value Γc.

Γc = 1 − 8.3
√
me

mi

(3.18)

For a xenon plasma this means that the emitted current is 0.98 times the incident
current. For example, from eq. 3.3 the incident current density to a probe at

1Note that this consists of 1kBTe/e as calculated by [53] and the 0.5kBTe/e drop over the
pre-sheath to accelerate the ions to Bohm velocity.
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Figure 3.8: Schematic of emissive probe setup.

1.5kBTe/e below the plasma potential, in a plasma with Te = 5 eV and n = 1017 m−3

is about 138 mA·cm−2. A Thoriated Tungsten filament with AG = 3.0 A·cm−2·K−1

and ϕw = 2.63 V [49] will produce the same current when at about 1700 K. The
probe material needs to be able to withstand such high temperatures, which is why
thoriated tungsten is used. Thoriated tungsten has a lower work function than
regular tungsten and the same melting point of 3695 K.

To be able to reach such high temperatures a thoriated tungsten filament is
heated by Joule heating. To measure the plasma potential using the floating point
method the filament of the probe is connected in series with a floating power supply.
Two relatively large resistors ∼ 100 kΩ are connected in parallel with the filament,
but outside of the vacuum chamber. The potential between the two resistors is
then equal to that of the mid-point of the filament and is therefore connected to
a Volt-meter. A schematic of the setup is shown in Figure 3.8. The probe is then
positioned in an area where the plasma density is highest and the heating current
is slowly increased while measuring the floating potential. The floating potential
will initially increase and then saturate when it is near the plasma potential as can
be seen in Figure 3.9. The heating current is then set to the value right after the
knee and the probe is swept through the plasma to obtain potential profiles.
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Figure 3.9: Floating potential of an EP as a function of heating current.

3.3.2 Construction

The emissive probe is centered around a thin filament with a low work function, that
can withstand a high temperature, above 1500K. In this case a 50 µm thoriated-
tungsten filament was used. Both ends of the 4 cm long filament were wrapped in
a bare, stranded copper wire, by twisting the copper wire around it. This ensure a
good electrical and thermal contact. The stranded wire is about 120 mm and each
end is inserted in an aluminium-oxide dual bore rod. The rod has a 4 mm diameter
and two 1.3 mm diameter bores. The wire is inserted such that the only part
protruding from the rod is a semicircle of the exposed filament. On the other end
the stranded wires extend about 6 mm and are soldered to a two pole connector. A
10 mm diameter aluminium cylinder is machined to accommodate the ceramic rod
and has a tapped bore (M9x0.5) to insert the connector. The aluminium cylinder
needs to be wrapped in Kapton tape to prevent drawing a large current from the
plasma. A CAD drawing of the probe can be seen in Figure 3.10 and a cross-section
in figure 3.11.
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Figure 3.10: CAD drawing of Emissive probe.

Figure 3.11: Schematic cross-section of Emissive probe. Numbered parts: 1) tungsten
filament; 2) copper leads; 3) double bore alumina tube; 4) aluminium housing; 5) connec-
tor.

3.4 Faraday Probes

3.4.1 Theory

Faraday probes (FP) measure current densities in flowing plasmas. In electric
propulsion particularly they are used for measuring the ion current density, as that
is the species that carries the momentum. In essence Faraday probes consist of a
(circular) conducting surface, its normal parallel to the flow. The surface is biased
to a sufficiently negative potential to ensure that all electrons are repelled and only
ions are collected. The measured current, divided by the probe area then yields the
current density. A schematic of the FP setup is shown in Figure 3.12.

The problem with a single conducting surface is that the effective collection area
changes with the bias potential, due to edge effects [22]. To overcome this problem,
FP’s generally have a guard-ring: a concentric ring of the same material as the
collector, biased to the same potential, but its collected current not contributing to
the measurement. If sized correctly the field over the collector remains flat and the
effective collection area will be independent of the bias voltage [79].
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Figure 3.12: Schematic of Faraday probe setup. (from ref. [22])

Another solution is the Faraday cup (FC) which consists of a metal cylinder
with on one side the collector and on the other side a collimator. The collimator is
a conductive disc with a small orifice that is electrically isolated from the cylinder
and collector. Due to the collimator the probe has a collection angle less than 2π
str and only ions with a narrow range of ion velocity vectors can reach the collector
[79]. The collected current is therefore lower than that of a Faraday probe with
guard-ring of comparable size. Most importantly the cup design inherently makes
the collected current independent of the bias voltage.

To size the FP one has to look at the width of the plasma sheath; the sheath
should not exceed the guard-ring diameter (or the orifice of the FC). The sheath
width can be estimated using the Child-Langmuir law [68, p.176].

ji = 4
9ϵ0

√
2e
mi

∆V 3/2

s2 = enui (3.19)

here ∆V = Φ − V . The space-charge limited current density is equated to the
incoming ion current and solved for the sheath width s.

s =
√

2
3 λD

(
2e∆V
kBTe

)3/4

(3.20)

For sheaths in stationary plasmas the boundary condition for the velocity of the
ions is the Bohm velocity, ui = uB. However, in a thruster plume the ions are
supersonic. One could instead use ui = MuB (M being the Mach number) as a
boundary condition scaling the resulting sheath width with M−2. Clearly the Bohm
boundary condition is an overestimation, but will be used as an upper limit. For
the plasma under consideration it was found that the sheath width is less than 2
mm within the first 500 mm of the plume. The upper limit on the dimension is
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Figure 3.13: CAD drawing of the Faraday probe.

set by the maximum current that can be measured by the current meter, which for
the Keithley 6517B used in this work is 10 mA. Based on models [82] and previous
experiments current densities are expected to be below 10 mA · cm−2; requiring a
collector/collimator area of less than 1 cm2.

3.4.2 Construction

For the FP a collector size of 10 mm diameter was chosen with a guard-ring of 23
mm outer diameter, 11 mm inner diameter. Both collector and guard-ring are 6
mm thick and machined from aluminium. On the backside the collector has a M2
tapped, blind hole in the center; the guard-ring has 3 similar holes at a 7.5 mm
distance from the center and equispaced. Collector and guard ring are mounted
concentrically on a 3 mm thick, 25 mm diameter Macor disc with through holes
corresponding to the aforementioned tapped holes. Both are secured with copper
plated M2 bolts. Two wires are soldered to the copper plated bolts - one to the
collector and one to the guard-ring - and subsequently covered with a drop of epoxy.
The Macor disc is press-fitted into a 12 mm long, 25 mm diameter aluminium cup.
The back of the cup is extended with a 125 mm long, 12 mm diameter aluminium
tube. At the other end of the tube a 2-pole connector is inserted to which the
collector and guard-ring wires are soldered. Note that the long tube is included to
ensure that the front area of the FP is at the same position as the tip of the other
probes when mounted on the translational stage. A CAD drawing of the probe and
a longitudinal cross-section are shown in Figure 3.13 and 3.14.
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Figure 3.14: Schematic cross-section of the Faraday probe. Numbered parts: 1) col-
lector; 2) guard-ring; 3) aluminium housing; 4) M2 copper plated screws; 5) epoxy; 6)
Macor disc; 7) guard-ring wire; 8) collector wire; 9) aluminium tube; 10) connector.

3.5 Retarding Potential Analyzer

3.5.1 Theory

Retarding potential analyzers (RPA) are used to measure the ion velocity distri-
bution function. They are similar to Faraday probes with the added feature of a
retarding grid. By biasing the grid to different potentials only a part of the ion flux
will be collected, depending on their energy. The relation between collected current
and bias potential can then be used to derived the ion energy distribution function
and by extension the velocity distribution function.

RPAs generally have several grids, all of the same dimensions (orifice diameter,
and grid diameter). The first grid (G0) reduces the sampling diameter to below
the Debye length to prevent plasma forming inside the probe. The second grid
(G1) is biased at a negative potential, typically −60 V w.r.t G0, to repel electrons.
The third grid (G2) is swept over positive potentials to discriminate positive ions
based on their energy. The fourth (G3) and last grid is biased negatively again,
typically at −10 V w.r.t. G0, to prevent any secondary electrons emitted by the
collector upon ion impact to escape. The four grids are followed by a collecting



3.5. Retarding Potential Analyzer 71

Figure 3.15: Bias potentials in an RPA. From ref. [60]

electrode, biased typically at −40 V w.r.t. G0, to attract the ions. If mounted to a
grounded structure G0 is generally at ground potential i.e. V = 0. The distribution
of potentials on the grids is illustrated in Figure 3.15. A species in a plasma can
be described by a distribution function f(r,v, t). Measuring at a point in space,
r, and time t one can speak of the local velocity distribution function f(v). The
zeroth moment of this distribution function gives the plasma density n, while the
first moment of the distribution yields the mean velocity. For a species in thermal
equilibrium the velocity distribution is Maxwellian.

The raw data of the RPA is the I − V curve, which contrary to that of the
Langmuir probe consists solely of ion current. Dividing by the probe area yields
the ion flux ji = enui. Taking also in account that the ion energy E = miu

2
i /2 = eV

the ion flux can be expressed as follows:

ji = e2ni

mi

∫ ∞

eV
fi(E)dE (3.21)

By biasing the grid at different potentials the RPA measures the voltage dependent
ion flux ji(V ). From the above equation it then immediately follows that its first
derivative is proportional to the velocity distribution function.

dji

dV
= −e2ni

mi

fi(E) (3.22)

Lastly, integrating the ji(V ) profile furthermore provides the local ion flux ji similar
to the Faraday probe measurement.
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Figure 3.16: Bias potentials in an RPA. From ref. [60]

3.5.2 Construction

The RPA currently in use at the EP2 lab is a commercially available Impedans
Semion Retarding Field Energy Analyzer (RFEA). In parallel, EP2 is developing
a novel RPA system. The Impedans Semion button probe is a circular disc of 50
mm diameter and 5 mm thickness and contains four grids as mentioned before. The
frontal surface has 37 orifices of 0.8 mm diameter. All grids have a 50% transmission
and 20 µm orifices. The total collection surface is therefore 4.56 mm2 A schematic
of the grids is shown in Figure 3.16. The Impedans Semion consists of a button
probe as described above, a feed-through and an electronics unit. It can measure
ion fluxes up to 220 A· m−1 and ion energies up to 2 kV.

3.6 Translational Arm

To obtain spatially resolved measurements of the thruster exhaust plume the diag-
nostics are mounted on a translational arm. Because of the conical shape of the
plume a polar coordinate system is preferable as this allows the diagnostics to be
aligned with the direction of the flow as much as possible. This justifies the assump-
tion of zero drift velocities for the plasma species in Langmuir probe measurements
and obviates the need for geometrical corrections in Faraday probe measurements.
It cannot be stressed enough that alignment of the probe is paramount to the
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validity of the results. Particularly for the interpretation of Langmuir probe mea-
surements which are already heavily dependent on underlying models.

Previous, otherwise excellent work on probe measurements in electric thruster
plumes often report local measurements at different positions but fail to elucidate
how the probe was positioned [12]. Others briefly mention the translational system
that was used or merely show an image.[35] Sometimes translational systems with a
Cartesian topology are used that fail to ensure probe alignment with the flow. [127]
Some systems are only 1D, and provide either on-axis downstream measurements or
azimuthal measurements at a single downstream position.[108] Our current system
provides a 2D envelop of ±90◦ and 0-400 mm.

The main issue with mechanical systems in vacuum is that the lubricant of
regular bearings will quickly evaporate rendering the bearings useless. Therefore,
in this design, all components are vacuum rated, while custom parts incorporate
IGUS® 2, lubricant free bearings. The arm system is mounted on a rectangular
frame consisting of 45 × 45 mm extruded aluminium profiles. Both the azimuthal
axis and the radial axis are driven by vacuum rated stepper motors, that can provide
up to 2 Nm of torque and have a 200 step/revolution resolution. The rotational axis
is connected to the azimuthal motor by means of a planetary gearbox, with a gear
ratio of 1:180. The axle of the gearbox is coupled to the azimuthal axis of the arm by
means of a timing belt with a gear ratio of 1:2, resulting in an azimuthal resolution
of 5 ·10−3 degrees. A rotary encoder is mounted to the bottom side of the axis of the
arm, to track the azimuthal position. This allows for continuous azimuthal sweeps.
The radial axis consists of a linear guide, driven by a 12 mm pitch lead screw, thus
having a 60 µm resolution. At the distal end of the radial axis two small wheels are
mounted that roll along a semi-circular aluminium strip which is mounted on the
frame. This prevents the radial axis from tipping downwards due to the weight of
the diagnostics. The the radial carriage a 15 mm thick aluminium plate is mounted
on top which there is a 20 × 20 mm extruded aluminium profile which support a
small 5 mm thick aluminium strip that holds the diagnostics. Currently up to three
different diagnostics can be mounted on the arm. The system is also outfitted with
limit-switches to be able to zero the position of the arm system in-situ. A CAD
drawing of the system can be seen in Figure 3.17.

2IGUS®: https://www.igus.com
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Figure 3.17: CAD drawing of the custom translational arm system. Numbered parts:
1) azimuthal motor; 2) radial motor; 3) radial carriage; 4) azimuthal carriage; 5) lead
screw module; 6) rails; 7) azimuthal bearing; 8) gearbox; 9) timing belt pulley; 10) rotary
encoder; 11) aluminium profile; 12) frame; 13) probe; 14) thruster.
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3.7 Thruster Performance Estimation

In this section we present the measurements of the different probe and show how
they can be used to determine the thruster performance. We start with the capaci-
tive probe as this diagnostic does not provide a measure of the thruster performance
but is used to assess the validity of the RF-compensation of the Langmuir probe.

To measure the oscillations of the plasma potential the CP is mounted on the
probe arm and measurements are taken on-axis at different downstream positions.
The measurements are obtained with an oscilloscope. Post processing is done by
means of a fast Fourier transform (FFT) so it is key to obtain a waveform with a
sufficient amount of periods to guarantee a good resolution in the Fourier spectrum.
With sample time of 2 ns a waveform of 2712 periods is obtained. Figure 3.18 shows
the FFT of the waveform obtained at 100 mm downstream of the HPT operating at
450 W. The peaks have been scaled such that the amplitude of the base frequency
is equal to one. Although up to 6 harmonics can be seen only the first harmonic is
relevant as the relative amplitude of the others is below 1% The first harmonic has
an amplitude about 8% compared to the base frequency. To obtain the amplitude
of the plasma oscillations these values have to be scaled by the coefficients of table
3.1 reducing further the contributions of the first harmonic to 4%. It is therefore
sufficient to only look at plasma oscillations at the base frequency. A plot of the
amplitude of ΦRF on-axis, at different downstream positions is shown in Figure 3.19.
It can be seen that the RF component of the plasma potential linearly increases
from 5 V far downstream to about 12 V at a 100 mm and then sharply increases
to almost 30 V at 50 mm. When positioned at 50 mm from the thruster exit
the probe can be seen to visually perturb the plasma, bringing the validity of this
measurement into question. Since no LP measurements are obtained closer than
100 mm downstream we discard this point. In any case it is clear from this plot
that the RF compensated probe has to be able to filter at least 12 V of RF potential
oscillations.

The Langmuir probe is used to measure the I − V curve of the plasma. An
example plot taken on the center line of the HPT plume about 200 mm downstream,
is shown in Figure 3.20. The solid line is the I − V curve, while the dashed line
denotes the derivative. For voltages below zero the current is negative and of
the order of micro-Amps, corresponding to ion collection. The curve crosses zero
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Figure 3.18: FFT of a waveform obtained
with a CP.

Figure 3.19: Amplitude of ΦRF down-
stream in the HPT plume.

at Φf = 11.9 V and then increases exponentially into the milli-Amp range. The
characteristic knee is not appreciable in this graph; despite this the clear maximum
in the derivative denotes the plasma potential at 32.5 V. Figure 3.21 shows a close
up of the ion-collection region together with a fit of both the thin-sheath theory
(solid) and thick-sheath theory (dash-dotted) of which the latter seems a better
fit. Figure 3.22 shows a close up of the logarithm of the electron current (obtained
by subtracting the fitted ion-current) near the plasma potential. The solid line
is a linear fit to obtain the slope, its inverse being proportional to the electron
temperature. The plasma parameters obtained from this particular data-set are an
ion density of 3.9 · 1016 m−3, electron temperature of 4.9 eV and plasma potential
of 32.5 V .

The EP probe like the other probes is swept through the plasma to obtain the
plasma potential profile, both in azimuthal and axial direction. In Figure 3.23 the
axial profile on the center line of the thruster is shown. Note that this measurement
is already corrected with a concurrent measurement of the electron temperature.

In electrode-less thrusters like the HPT [91] that rely on ambipolar acceleration
the ions are accelerated along the axial potential drop. The energy balance for ions
thus reads:

miu
2
i = miu

2
i,0 + 2e(Φ − Φ0) (3.23)

Linearly extrapolating the potential profile to the thruster exit (z = 0) and assuming
that ions are sonic at the exit [7] , ui,0 = uB the plasma potential profile can be
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Figure 3.20: I − V curve (solid) and first derivative (dashed).

Figure 3.21: Ion current: data (dots), thin sheath theory (solid), thick sheath theory
(dash-dotted).
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Figure 3.22: Logarithm of electron current: data (dots), linear fit (solid).

translated into an ion Mach profile, as shown in Figure 3.24. Linear extrapolation
to z = 0 is of course a rough approximation. A better solution is to measure the
ion velocity distribution with an RPA at a single point of the Φ profile and use
the mean velocity to convert the plasma potential to the ion velocity. Note that
the continuing acceleration of ions over the length of the plume is characteristic of
thrusters that a use magnetic nozzle.

Faraday probes are mostly swept through the plasma along the radial or az-
imuthal direction to obtain the angular/radial distribution of the ion current den-
sity. Figure 3.25 shows an azimuthal FP scan of the HPT helicon plasma thruster
is shown. The measurement was taken at 300 mm from the thruster exit, between
±70◦. Usually sweeps are performed from ±90◦, however in the current config-
uration the power supply of the thruster impaired the motion of the translation
stage. Assuming axi-symmetry this profile can be integrated to obtain the total ion
current, which for this case is 0.47 A.

Ii = πR2
∫ π/2

−π/2
ji(θ) sin θdθ (3.24)

By dividing the ion current by the elementary charge, e, and multiplying with the
atomic mass, MA, one obtains the mass flow rate of ions, ṁi. Dividing this by
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Figure 3.23: Axial EP scan of the HPT,
from 50 mm to 200 mm downstream.

Figure 3.24: Axial ion Mach profile ob-
tained from fig. 3.23 and equation 3.23.

Figure 3.25: Azimuthal FP scan taken at 300 mm downstream of the HPT operating
with 20 sccm of argon.
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the mass flow rate of neutrals, ṁ, injected into the thruster yields the utilization
efficiency, ηu, a relevant parameter for thruster characterization. For the plot of
figure 3.25 ηu is about 32.4%. Another relevant parameter is the divergence angle.
Difference in divergence of momentum and divergence of ion current are mainly
due to spatial variation in ion charge species fractions [22]. Since the fraction of
multiply charged ions is generally small the divergence momentum can be found by
calculating the divergence of ion current. From the azimuthal current distribution
one can obtain the axial current.

Ii,ax = 2πR2
∫ π/2

0
ji(θ) cos θ sin θdθ (3.25)

The divergence half-angle θD is then the arccosine of the charge flux weighted
average cosine ⟨cos θ⟩j, in this case θD = 38◦.

θD = cos−1(⟨cos θ⟩j) = cos−1
(
Ii,ax

Ii

)
(3.26)

From the divergence angle the divergence efficiency can be calculated.

ηθ = cos2(θD) (3.27)

Another interesting feature that can be studied with 2D Faraday probe scans is ion
detachment, an important phenomenon in magnetic nozzles. By taking azimuthal
ion current density profiles at different axial positions and plotting the normalized
radii of 30-60-90% ion flux tubes together with the corresponding magnetic flux
tubes the ion detachment can be visualized. [71]

The RPA is used to obtain in formation about the energy of the ions in the
plume. Figure 3.26 shows data obtained with the RPA from the plume of the
HPT. The very pronounced and narrow peak shows that the ions are nearly mono-
energetic with a most probable energy of 115.5 eV. The average energy can be found
by taking the first moment of the distribution and is about 103.6 eV. The spread in
the distribution can be explained by the fact that there exists a potential gradient
inside the ionization region; the ions therefore don’t all experience the exact same
potential drop; another explanation is the presence of low energy ions created by
charge-exchange collisions with the background gas. The data of Figure 3.26 were
obtained while operating with xenon. The potential drop in a magnetic nozzle is
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Figure 3.26: I − V curve (solid) and ion energy distribution function (dashed) as
obtained with the Impedans Semion RPA

finite and dependent on the ion/electron mass ratio. For xenon the total potential
drop is about 8Te.[76] The energy of 103.6 eV then implies an electron temperature
of about 13 eV which agrees well with corresponding Langmuir probe measurements
3. Note that at this energy the ions have a velocity of about 12 km·s−1.

The RPA measurements can be combined with the FP and LP measurements to
estimate the thrust. The total thrust at a downstream position z is the sum of the
local electron pressure and the ion momentum flux integrated over a hemispherical
surface. Assuming axi-symmetry this can be written as:

F (z) = πz2
π/2∫

−π/2

n(z, θ)
[
kBTe(z, θ) +miu

2
zi(z, θ)

]
sin θdθ (3.28)

Here n(z, θ) and Te(z, θ) can be measured with the Langmuir probe. The second
term on the right hand side can be measured by combining RPA and FP measure-
ments. Since ji = enui and Ei = miu

2
i /2 we can write the thrust as:

F (z) = πz2
π/2∫

−π/2

n(z, θ)kBTe(z, θ) +mi
ji(z, θ)
e

√
2Ei(z, θ)
mi

cos2 θ

 sin θdθ (3.29)

3Note that this would be the electron temperature inside the source which is higher than at
the position of the measurement in Figure 3.20
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Measurements of Ei at different angles shows that the corresponding axial velocity
uiz is independent of the angle up to at least ±20◦. Beyond that the IEDF signal
becomes weak and noisy. Corresponding FP measurements show that the majority
of the current is within the same cone. As a first estimation one can therefore use
the on-axis value of Ei.

Furthermore, sufficiently downstream the pressure term becomes negligible. At
the thruster exit planes both terms contribute 50% of the thrust, however conversion
of electron thermal energy into ion kinetic energy results in an increase of the
momentum term at the expense of the pressure term.

3.8 Thruster Test Campaign Results

In this section we present results from a test campaign performed with plasma
probes. The campaign was performed in the Q4 of 2018 and Q1 of 2019 on the HPTx
prototype, using both argon and xenon as propellant. The prototype described in
subsection 2.3.4 consist of Macor or quartz plasma chamber with a 20 mm inner
diameter, a single solenoid, and a half helical antenna. The nominal power is 450W,
but can be comfortably varied between 300-600W. The magnetic field can be varied
from 0-1500G and the propellant mass flow rate can be varied from 2.5-20 sccm for
xenon and from 10-40 sccm for argon.

The measurements consisted of a combination of Langmuir probe, Faraday probe
and RPA measurements in the polar plane from -90◦ to +90◦ and up to 400 mm
downstream of the thruster exit. Although the probes can be put practically in the
exit plane of the thruster, doing so perturbs the plasma. Therefore 100-150 mm
downstream is the closest practical approach, depending on the operating point.

Using the RFCLP the plasma density in the plume of the HPTx with a nominal
operating point of 450W, 1000G and 20 sccm of argon has been characterized. In
Figure 3.27 the plasma density on-axis at different downstream positions is shown
for four different case: nominal operation, increased magnetic field: 1500G, inverse
polarity of the magnetic field (i.e. 1000G but with the opposite direction) and at
600W. As discussed in section 2.2 the m = +1 mode is excited preferentially, which
for a right handed antenna is in the direction north-south. In the nominal case the
m = +1 wave travels downstream (towards the exit) while in the inverse case it
travels upstream.
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Figure 3.27: On-axis plasma density at different downstream positions in the plume
of the HPTx nominally operating at 450W, 1000G and 20 sccm argon.

The dashed lines are a empirical fit with a function of the form f(x) =
a exp (−bx)+c which seems to be a reasonable choice except for the case of opposite
polarity. Several things can be gleaned from this plot: firstly, increasing the RF
power does not increase the plasma density with respect to the nominal case. This
could indicate that the utilization efficiency is already close to maximum and any
extra power is wasted. Secondly, increasing the magnetic field by 50% does increase
the plasma density by about 50% however the factor b in the exponent is similar for
both cases. For the reverse polarity it seems that upstream the plasma density is
similar to the nominal case, while downstream the plasma density remains elevated.
This is indicative of less acceleration, which will become later in this section when
discussing the temperature and plasma potential for this case.

In Figure 3.28 the downstream evolution of the plasma density at different az-
imuthal angles, ±20◦ and ±40◦ for the nominal case is shown, while in Figure 3.29
the azimuthal evolution is shown at 100 mm and 150 mm downstream for the nom-
inal case and at 150 mm for the case with increase magnetic field. From Figure 3.28
it is clear that the plasma density decreases off-axis something that is also seen in
the azimuthal plot. The dotted lines in Figure 3.29 are Gaussian fits, which agree
well with the data in the range ±30◦; beyond that the plasma density is somewhat
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Figure 3.28: Plasma density at different downstream positions on- and off-axis, in the
plume of the HPTx nominally operating at 450W, 1000G and 20 sccm argon.

constant. This is partially due the fact that there is an ambient plasma density cre-
ated by charge-exchange collisions. However the magnitude of the density beyond
±30◦ and the fact that it decreases downstream and increases with the magnetic
field implies these wings are part of the expansion. Furthermore visually certain
bands can be seen off axis that could correspond to these wings in the azimuthal
density profile.

What is furthermore interesting is in Figure 3.29 is that the density decreases
from 100 mm to 150 mm downstream which is congruent with the previous plots.
However, when the magnetic fields is increase the plasma density is increased, but
mainly near the axis, up to ±15◦, implying some sort of focusing effect.

Lastly to better visualize the density, the data of Figure 3.28 can be recast in a
contour plot, here shown in Figure 3.30

Since plasma density, electron temperature and plasma potential are all obtained
from Langmuir probe measurements, the above plots are repeated below for the
latter two variables. First we will discuss the electron temperature.

In Figure 3.31 we can see that as with plasma density, increase the temperature
does not have a noticeably effect on the on-axis evolution of the electron temper-
ature. Increasing the magnetic field however, increases the temperature, over the
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Figure 3.29: Plasma density at different azimuthal positions, at 100 and 150 mm
downstream in the plume of the HPTx nominally operating at 450W, 1000G and 20 sccm
argon.

Figure 3.30: Plasma density map of the plume of the HPTx, operating at 450W, 1000G
and 20 sccm argon.
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Figure 3.31: On-axis electron temperature at different downstream positions in the
plume of the HPTx nominally operating at 450W, 1000G and 20 sccm argon.

whole range, by about 3-5 eV. Inverting the polarity however results in a signifi-
cantly lower electron temperature with maximum of 4 eV, compared to 15 eV and
20 eV for the nominal and high field case. This also points to a reduced plasma
acceleration in the reversed polarity case. Another noteworthy detail is the fact
that for the nominal and 600W case the temperature seems to have a maximum
around 150-200 mm, rather than decreasing monotonously. The explanation for
this will be given when discussing the 2D temperature map below.

The azimuthal evolution of the electron temperature in Figure 3.32 shows a
markedly different picture from the density plots. There seems to be a double
peaked profile, where the maxima occur at around ±20◦ at 100 mm and ±15◦

at 150 mm. Furthermore, the temperature increases downstream, in agreement
with Figure 3.31 and increases with increased magnetic field. The origin of the
double peaked profiles could be that the RF power is coupled not homogeneously
but rather in a cylindrical shell closer to the walls of the plasma chamber. In the
simulations of Zhou [153] these off-axis maxima off the electron temperature are also
observed. Furthermore, it seems that downstream the peaks move towards the axis
and merge. This can be more clearly observed in the 2D electron temperature map
of Figure 3.33. It can be observed that while the temperature decreases downstream,
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Figure 3.32: Electron temperature at different azimuthal positions, at 100 and 150
mm downstream in the plume of the HPTx nominally operating at 450W, 1000G and 20
sccm argon.

the off-axis peaks that occur near the thruster merge on-axis downstream, resulting
in an increase of the on-axis temperature. These two opposing trends produce the
peak in the electron temperature that was observed in Figure 3.31.

Lastly we present the plasma potential plots, axial, azimuthal and a 2D map.
In Figure 3.34 the on-axis evolution of the plasma potential can be seen. In all
cases the plasma potential decreases monotonically downstream. Increasing the
RF power seems to have little effect, except for the fact that the nominal case
has a higher potential upstream. Increasing the magnetic field increases both the
overall potential and the rate at which it decreases. While the inverse polarity
has significantly lower potential overall and also decreases slower. The potential
drop over the 100-350 mm range is 44V and 34V for the nominal and 600W case
respectively and only 12V for the inverse polarity. For the high field case only data
for the 200-350 mm range is available, where the drop is 40V. The potential drop is
equivalent to the increase in kinetic energy of the ions. Here again it is clear that
the reverse polarity results in poor acceleration, while increased magnetic field leads
to increased acceleration of the ions. The later fact can be verified by looking at
RPA measurements; in Figure 3.35 the IEDF obtained on axis at 300 mm and 400
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Figure 3.33: Electron temperature map of the plume of the HPTx, operating at 450W,
1000G and 20 sccm argon.

mm and at 1000G and 1500G is shown. Note that the dashed lines represent the
most probably and mean energy of each of the distributions. For an ideal Gaussian
distribution these energies should overlap, however, there is a significant population
of disperse, lower energy ions most likely a product of charge exchange collisions.
Two insights can be obtained from this graph. First increasing the magnetic field
to 1500G results in an increase of about 17 eV in both the mean and most probable
ion energy. Secondly ions are further accelerated between 300 and 400 mm resulting
in a subsequent increase of another 5 eV. The reduced area under the curve at 400
mm corresponds to the lower overall density further down stream.

Along the azimuthal direction the plasma potential also shows a double peaked
profile, somewhat similar to the electron temperature. However in this case it
seems that the peaks are more pronounced downstream, rather than upstream.
Furthermore it can be seen that increasing the magnetic field seems to both raise and
focus the plasma potential profile; the latter effect should improve the divergence.

We will now discuss the Faraday probe result. In Figure 3.37 four azimuthal
current density profiles can be seen, obtained 300 mm downstream in the plume of
the HPTx operating at 400W and with different mass flow rates of both xenon and
argon, and with magnetic fields of 1000G and 1500G. Several things can be gleaned
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Figure 3.34: On-axis plasma potential at different downstream positions in the plume
of the HPTx nominally operating at 450W, 1000G and 20 sccm argon.

Figure 3.35: On-axis ion energy distribution function (IEDF) at different downstream
positions in the plume of the HPTx operating at 450W and 20 sccm argon.
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Figure 3.36: Plasma potential at different azimuthal positions, at 100 and 150 mm
downstream in the plume of the HPTx nominally operating at 450W, 1000G and 20 sccm
argon.

from this plot. Firstly, for a fixed magnetic field strength and increase in the mass
flow rate results in larger overall current densities, regardless of the propellant type.
Secondly, reducing the magnetic field decreases the overall current density. We can
furthermore calculate the utilization efficiencies of these curves which are 51% for
20 sccm of argon at 1500G and 40% at 1000G; for xenon they are 80% at 10 sccm
and about 100% for 5 sccm. From this we conclude that the utilization efficiency
is proportional to the magnetic field and inversely proportional to the mass flow
rate. It is of interest to normalize the current density profiles with the peak value
to better compare the shape of the curves. This is shown in Figure 3.38. It can be
seen that near the axis, up to about ±20◦ the profiles overlap. This is taken as an
indication that the beam profile is determined by the shape of the magnetic field
rather than the magnitude or other operational parameters. Further off axis for the
1000G case it can be seen that there is some widening of the plume. In the 5 sccm
xenon case the shoulders of the profile seem elevated. In Figure 3.37 it can be seen
that for the other cases the magnitude of the current density in the wings is similar
despite differences in mass flow rate, while for the 5 sccm xenon case it is actually
lower in absolute terms. However, in relative terms it is elevated.
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Figure 3.37: Azimuthal current density profiles 300 mm downstream in the plume of
the HPTx operating with 400W of RF power.

Figure 3.38: Normalized azimuthal current density profiles 300 mm downstream in the
plume of the HPTx operating with 400W of RF power.
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Figure 3.39: Triple Gaussian fit of the azimuthal current density profile of Figure 3.37,
corresponding to 10 sccm Xe.

We can take a closer look at the wings of the current density profiles; with some
effort it can be shown that they are well fitted with a triple Gaussian as can be
appreciated in Figure 3.39. The central Gaussian has a half-width at half maximum
(HWHM) of 16-18◦ while the two smaller Gaussians centered at ±40◦ have each a
HWHM of around 26-28◦. This means that the beams consists of a central beam and
a second annular beam at about 40◦. This fitting can be performed for all current
density profiles of Figure 3.37. The parameters of the off-axis peaks are found to
differ somewhat depending on the operating point (mass flow rate, magnetic field,
etc.) However the HWHM of the central peak seems to be independent of the
operating point and rather a feature of the magnetic topology. In fact, normalized
(with the peak value) curves of different operating points result in a similar curve
for the near axis (±20◦) range. Decreasing the magnetic field seems to shift the
off-axis peaks more towards the center to around ±30◦. The amplitude of these
off-axis peaks varies between 10-20% of the central peak, depending on the mass
flow rate and the magnetic field.

To be able to extract propulsive performance figures the Faraday probe data
needs to to be complemented by RPA data. For this reason RPA measurements
were taken at several azimuthal positions for the above cases. The results are
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Figure 3.40: Mean (solid) and most probable (dashed) ion energy at different azimuthal
positions, 300 mm downstream in the plume of the HPTx operating with 400W of RF
power.

plotted in Figure 3.40. In general it can be said that the most probably energy is
higher than the mean energy, so we will use the latter for a conservative estimate.
Furthermore, except for the case of 5 sccm of xenon, the azimuthal ion energy
profile is rather flat and we can approximate it with a constant value. Even in the
exceptional case this yields good results, as can be seen in Figure 3.41.

Integrating the resulting energy flux density profiles yields the beam power, from
which thrust, specific impulse and thrust efficiency can be obtained. The results
are reported in Table 3.2 below. Note that the uncertainty reported in the thrust,
specific impulse and efficiency is solely due to the uncertainty in the ion energy
(due to taking the azimuthal average) and does not include other error sources.
Also note that the efficiency is calculated taking only the RF power into account,
i.e., the power dissipated in the solenoid is not considered here.

Surprisingly the cases operating with argon seem to yield better performance
despite expectations to the contrary (because of the lower ionization energy of
xenon). Decreasing the magnetic field worsens the performance, while decreasing
the mass flow rate seems to improve the performance. The thrust and efficiency
seem at least to be in the ball park as will become clear in the next chapter on thrust
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Figure 3.41: Comparison of energy flux density obtained with using the average az-
imuthal ion energy and the ion energy as a function of the azimuth for the case of 5 sccm
Xe, 1500G, 400W.

measurements. Note that these results are only a preliminary characterization of a
few selected operating points. A full characterization of the thruster is outside of
the scope of this work.
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Table 3.2: Performance estimates based on combined RPA and FP measurements of
the plume of the HPTx operating at 400W and 1500G (†1000G).

ṁ [sccm] [mg/s] Ei [eV] F [mN] Isp [D] η [%] ηu [%] θD [◦]

Ar 20 0.6 91±2 8.1±0.1 1370±20 13.5±0.3 51 36
Ar† 20 0.6 73 6.4 1090 8.5 40 36
Xe 10 1.0 52±2 6.8±0.1 710±10 5.6±0.2 80 36
Xe 5 0.5 90±8 4.9±0.2 1027±10 6.2±0.2 100 42





CHAPTER

FOUR

Thrust Balance

“I regarded as quite useless the reading of large
treatises of pure analysis: too large a number of
methods to pass at once before the eyes. It is in
the works of application that one must study
them; one judges their utility there and
appraises the manner of making use of them.”

— Joseph-Louis Lagrange

4.1 State of the Art

Direct thrust measurements of plasma thrusters have been common place in the
EP community. While thrust measurements for chemical rocket motors are quite
straight forward and based on load cells, thrust measurements of EP devices are
more elaborate. EP devices also usually only operate in a high vacuum environment
(p ∼ 10−5 mbar) confining experiments to a vacuum chamber. Due to their inherent
low thrust-to-weight ratio they require both a rigid structure to support their weight
as well as a sensitive, i.e. compliant structure that is able to transduce the low
thrust values to a measurable signal. The solution of these opposite requirements is
reffered to as a thrust balance (TB) and generally comes in the form of a pendulum,
either simple [24, 52], inverted [145, 59] or torsional [147, 9, 33] that converts thrust
into displacement which is then measured. Each of these configurations has its
advantages and disadvantages, which are summarized in Tab. 4.1.

The simple pendulum is the simplest solution. It is naturally stable under exter-
nal perturbations but also has the lowest sensitivity. Furthermore, its sensitivity is
dependent on the pendulum length which is limited by the dimensions of the vacuum
chamber that has to contain it. The inverted pendulum is the most common type of

97
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Table 4.1: Advantages and disadvantages of thrust balance types.

Design Advantage Disadvantage

Simple Stable under external Lowest sensitivity, depends
Pendulum perturbations on pendulum length

Inverted High sensitivity Sensitivity depends on
Pendulum flexures, prone to changes

Compact Compact

Torsional Superior sensitivity, Asymmetric arrangement
Pendulum independent of mass

TB [97]. It is less stable than the simple pendulum, but has better sensitivity which
is governed by the stiffness of the supporting flexures. The sensitivity is therefore
much less dependent on the thruster mass. However, the stiffness of the flexures
are prone to changes for instance, thermal drifts either due to changes in ambient
temperature or due to thruster heat loads. Thermal management in a vacuum en-
vironment is challenging due to the lack of convection and the heat dissipated from
the thruster can easily affect the thrust balance, including the flexures.

The inverted pendulum is also more compact than a simple pendulum. This
has the advantage that the performance is less limited by the vacuum chamber
dimensions. The disadvantage is that it also places the thruster, which is a source
of heat and electro-magnetic interference (EMI), close to any sensitive components.
This is of particular concern for a RF thrusters like the HPT where heat dissipation
and EMI are significant.

The torsional pendulum has superior sensitivity. Since the plane of motion is
perpendicular to the gravitational force the sensitivity is independent of the thruster
mass. However the horizontal, often asymmetric, arrangement is not always easy
to manage inside the limited space of a vacuum chamber. It would also place the
thruster closer to the side walls of the chamber, resulting in plume-wall interaction
that degrades thruster performance. These limitations are of particular concern for
larger thrusters; torsional balances have therefore been most successfully applied
for testing micro-propulsion devices, those providing continuous thrust as well as
pulsed thrusters.
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Polzin et al. [100] proposed a modification of the hanging pendulum that was
dubbed the Variable Amplitude Hanging Pendulum with Extended Range (VAH-
PER). It includes a secondary, horizontal arm that is mechanically coupled to the
main pendulum arm and results in a mechanical amplification of the displacement.
The displacement measurement is performed on the secondary arm which allows
for placing the sensor far away from the thruster without losing sensitivity. In
their design, it was furthermore possible to change the location of the pivot of the
secondary arm and thereby vary the amplification factor.

In this work we present a new thrust balance developed by the EP2 research
group of UC3M, based on the design of Polzin, to perform direct thrust measure-
ments on an experimental helicon thruster platform.

HPTs [27, 11, 123] are electrode-less thrusters that use helicon waves to produce
high density plasmas. These waves are excited at frequencies in the Megahertz
range, typically 13.56 MHz in the presence of an applied magnetic field [29]. HPTs
rely furthermore on magnetic nozzles for plasma acceleration by converting the
thermal electron energy into ion kinetic energy. Thrust is generated by the magnet
repulsion between diamagnetic plasma currents and the magnetic circuit of the
thruster [77, 79].

EP2 has been studying these devices for the past ten years, both theoretically
[3, 5, 131, 152, 155] and experimentally [90, 92]. The current experimental platform,
the HPTx, developed jointly by EP2 and SENER Aeroespacial is a flexible platform
for investigating the effect of different design and operational parameters on the
performance as well as the underlying physics. It can operate with either solenoids
or permanent magnets, uses different propellants such as Argon and Xenon and can
operate with up to 1 kW of RF power.

To date, all experimental characterization of the HTPx has been performed
mainly with electrostatic probes. Current performance estimates are about 5-8
mN of thrust, 750-1200s of specific impulse and 7-10% of efficiency [90, 92]. How-
ever, electrostatic probes only provide indirect measurements of thrust and specific
impulse. The need for reliable thrust measurements has driven the development
of a new TB, designed to primarily accommodate the HPTx prototype but also
applicable to other thruster types.

The HPTx weighs about 5 kg thus has an estimated thrust-to-weight ratio of
only 2 mN/kg, produces strong RF fields, requires electrical currents of up to 30
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A, and presents thermal heat loads of up 1.5 kW. This imposes a set of stringent
requirements on the design of the thrust balance. In this article we will present
both a theoretical analysis of the TB design and its technical implementation as
well as validation & calibration results and some preliminary thrust measurements.

The rest of the article is structured as follows. In section 4.2 a novel analysis
of the dynamic response of this type of balance, using the Lagrange formalism,
is introduced as well as a model for the damping system. Section 4.3 details the
technical implementation of all the features of the thrust balance. Here we also
introduce briefly the vacuum facility and the thruster. In section 4.5 we present
results on the validation of the dynamical model, the damping system and the
calibration method as well as actual thrust measurements obtained with the HPTx.
The article ends with a discussion on the obtained results and the conclusions.

4.2 Modelling

We start with defining our system. As can be seen in Fig. 4.1, the reference frame
is centered at O with the x-axis rightwards, the y-axis upwards and the z-axis out
of the plane. The mechanism consists of three articulated rigid elements numbered
1, 2, 3. The first element is an upside-down L-shaped component suspended at its
corner from the fixed frame at O, by means of a flexure bearing with torsional spring
constant κ1. The second element, a straight beam, is anchored to the fixed frame
at point A, also by a flexure bearing with constant κ2. The joints in point O and A
have one degree of freedom (DoF): rotation about z. The primary and secondary
elements are interconnected with a third element, another straight beam, joined at
B and C by flexure bearings with κ3, κ4, respectively. Points B and C have 3 DoF
each, rotation around z and translation in the x−y plane. The thruster, with mass
M , is suspended from the bottom of element 1, while a counterweight with mass m
is attached to the right end of element 2.

The positions of the centers of mass (CoM) of all elements i are noted ri, where
we numbered the thruster and the counterweight 4 and 5, respectively. The point
of element 2 where the displacement is measured is labeled E. Point D is the point
where the damping force acts. Whereas point O and A are fixed to the reference
frame, points B,C,D and E can move; when not in their initial position (i.e. when
the vertical part of element 1 is parallel to the local gravity vector) they are denoted
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Figure 4.1: Schematic of the thrust balance mechanism.

with a prime i.e. B′, C ′, D′, E ′ (this would correspond to the positions colored in
grey in Fig. 4.1). There are four relevant angles, θ1, θ2, θ3 and θ4 as shown in Fig.
4.1. Lastly, it has to be noted that the gravity vector is pointing in the −y direction.

The quantity of interest in conventional pendulum balances is the horizontal
displacement of r4 - here denoted x - and how it is related to the applied force T .
In reference [100] it was shown that in this particular arrangement the vertical dis-
placement of E, denoted y, is a constant multiple of x. However, as the relationship
between x, y is dependent on the centre of thrust of the thruster, it makes more
sense to speak of the relationship between the angles θ1, θ2, as this is independent of
the thruster. It can be shown that θ2 = nθ1, as we will see later. For the interested
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reader we have reproduced the equations from the static analysis of [100] using our
nomenclature; they can be found in appendix B.1. When looking at eq. (B.1)-
(B.8) in appendix B.1 it becomes apparent that the angles θi are all a function of
θ1 ≡ θ (here we have dropped the subscript for clarity). For the following analysis
it is convenient to work with the differential angles δi(θ) = θi(θ) − θi(0) referred
to the equilibrium position θ = 0. The equilibrium positions for the angles θi are
θ1 = θ2 = 0 and θ3 = θ4 = π/2.

To find the dynamic response of the system we can analyze it using Lagrangian
mechanics. We consider the system formed by 5 elements. To simplify the cal-
culations somewhat, we will neglect the motion of the connecting element i = 3,
which is a reasonable approximation, considering its size and mass compared to the
other elements. When considering small angles (as we will do), element 3 ideally
experiences no rotational motion, further justifying this approximation. We first
define the Lagrange function of the full system:

L = Ek − U (4.1)

with Ek the kinetic energy and U the potential energy which are defined as:

Ek = 1
2
∑

i

miṙ
2
i + ωT

i
¯̄Iiωi (4.2)

U =
∑

i

1
2κiδ

2
i +mig · ri (4.3)

here ri are the position vectors of the centers of mass of the 5 elements, and
ṙi their time derivatives, mi are the corresponding masses. The ωi are the angular
velocities of the rigid elements (only defined for i = 1, 2) and Ii is the corresponding
inertia matrix. Lastly, κi are the torsional spring constants of the four pivots and
g = −g ŷ is the gravitational acceleration.

Now we consider the Euler-Lagrange equation, which reads:

d

dt

(
dL
dq̇j

)
− dL
dqj

= Qj (4.4)

where qj are the generalized variables and Qj are the generalized forces:

Qj =
∑

i

Fi · ∂ri

∂qj

(4.5)
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As we will see, all quantities in eq. (4.2) and (4.3) are a function of the angle θ
and its time derivative θ̇, only. This angle is the single generalized coordinate that
determines this system. Although the other quantities are non-linear functions of
θ, since θ ≪ 1◦, and we are interested in motion around the point θ = 0, these
functions can be linearized.

The positions ri are dependent on θ and θ2 only. The linearized angle θ2 and
linearized differential angles are given in eq. (4.6a)-(4.6d) below. Using these ex-
pressions, eq. (4.4) can be expressed in terms of θ only.

δ1(θ) = θ + O(θ2) (4.6a)

δ2(θ) = nθ + O(θ2) ≡ θ2 with n = 1 + n3 + n4 (4.6b)

δ3(θ) = θ′
3(0)θ + O(θ2) ≡ n3θ (4.6c)

δ4(θ) = θ′
4(0)θ + O(θ2) ≡ n4θ (4.6d)

Note that the prime denotes d/dθ. The derivation of the various terms in the
linearized equations can be found in appendix B.2.

Going back to eq. (4.4) we can substitute qj = θ. For now we consider a system
without forcing or damping, so that Qj = 0. This results in the following equation.

d

dt

(
dL
dθ̇

)
− dL
dθ

= 0 (4.7)

Solving this equation will yield the equation of motion for the system. To solve
this equation all ri, ṙi need to be known and are, for this purpose, tabulated in Tab.
4.2. The angular velocities are ω1 = −θ̇ and ω2 = −nθ̇ and zero for all other i.
Li = |ri| are the lengths from the center of mass of element i to A, or to O for
i = 1, 4. There is one exception: the center of mass of the L-shaped component
(i = 1) has both an x and a y component in the equilibrium position, which are
denoted x1,0 and y1,0. Calculation of r1 furthermore requires a rotation matrix as
can be seen in Tab. 4.2.

We now write out the terms of the Lagrange function. The different components
are: the linear kinetic energy,

N∑
i=1

1
2miṙ

2
i = 1

2(m1L
2
1 +m2n

2L2
2 +m4L

2
4 +m5n

2L2
5)θ̇2 (4.8)
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Table 4.2: Position and linear velocity for elements i.

i ri ṙi

1
 cos θ sin θ
− sin θ cos θ

x1,0

y1,0

 −

sin θ − cos θ
cos θ sin θ

x1,0

y1,0

 θ̇
2 rA − L2(cosnθ x̂ − sinnθ ŷ) L2(sinnθ x̂ + cosnθ ŷ)nθ̇
3 - -
4 −L4(sin θ x̂ + cos θ ŷ) −L4(cos θ x̂ − sin θ ŷ)θ̇
5 rA + L5(cosnθ x̂ − sinnθ ŷ) −L5(sinnθ x̂ + cosnθ ŷ)nθ̇

the rotational kinetic energy,
N∑

i=1

1
2Iiω

2
i = 1

2(I1 + n2I2)θ̇2 (4.9)

the gravitational potential energy,
N∑

i=1
mig · ri = − g[m1(y1,0 cos θ − x1,0 sin θ) (4.10)

+m2(yA + L2 sinnθ)
−m4L4 cos θ
+m5(yA − L5 sinnθ)]

and the elastic potential energy.
N∑

i=1

1
2κiδi

2 = 1
2(κ1 + n2κ2 + n2

3κ3 + n2
4κ4)θ2 (4.11)

From these equations it is evident that the kinetic energy is only dependent on θ̇
and the potential energy is only dependent on θ, as expected. The Euler-Lagrange
equation (4.4) for this system can now be written as:

(m1L
2
1 +m2n

2L2
2 +m4L

2
4 +m5n

2L2
5 + I1 + n2I2)θ̈

+ (κ1 + n2κ2 + n2
3κ3 + n2

4κ4 − gm1y1,0 + gm4L4)θ
= g(nm2L2 −m1x1,0 − nm5L5) (4.12)

Note that the trigonometric functions are linearized, i.e. sin x ≃ θ and cosx ≃ 1
(for both x = θ and x = nθ) in the gravitational term. Also note that y1,0 < 0, so
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the gravitational term of the first element is positive. It is interesting to see that the
spring force of the flexures at A and C is multiplied by a factor n2 (which is equal
to n2

4 and about 103 as shown in appendix B.2). The above expression represents
a harmonic oscillator with an effective moment of inertia I, an effective torsional
spring constant κ and a constant offset τ0:

Iθ̈ + κθ = τ0 (4.13)

The constant term is τ0 = gm1x1,0 + gnm5L5 − gnm2L2 which are the gravi-
tational torques. For the balance to be in the equilibrium position (θ = 0) it is
required that τ0 is zero. This reflects the purpose of the counterweight; as its dis-
tance to the pivot A, L5, is variable, it can be used to balance out the system by
choosing L5 such that τ0 = 0.

Now we will include the external forces. As shown in Fig. 4.1 there are two forces
applied to the system, FT the thrust operating at r4 and FD = −bṙD the damping
force, which acts on point D and is opposite and proportional to its velocity. To
include these forces we now consider them as generalized forces Qj:

Q4 = F · ∂r4

∂θ
= FTL4 (4.14)

QD = F · ∂rD

∂θ
= −bn2L2

Dθ̇ (4.15)

where rD = rA − LD(cosnθ x̂ − sinnθ ŷ). The new equation of motion then
becomes:

Iθ̈ + βθ̇ + κθ = τ(t) + τ0 (4.16)

with β = bn2L2
D being the torsional viscous damping factor, and τ = FTL4 the

torque due to the thrust. It is now perfectly clear that in first approximation the
balance behaves as a damped harmonic oscillator.

The equation of motion for the damped harmonic oscillator can be normalized
as follows.

θ̈ + 2ζω0θ̇ + ω2
0θ = τ

I
, ζ = β

2
√
κI
, ω0 =

√
κ

I
(4.17)

Here we have introduced the damping ratio ζ and the natural angular frequency
ω0.
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The other property of interest is the stiffness k of the system: the relationship
between the measured displacement yE and the applied thrust FT , such that FT =
kyE. In a steady state the equation of motion reduces to:

κθ = FTL4 (4.18)

Combining this with eq. (4.6b) and (B.1) (from appendix B.1) which we can
simplify as y = LAEθ2 we can find an expression for k.

k = κ

nL4LAE

(4.19)

To have a response that closely follows the step input of the applied thrust and to
prevent the system from oscillating eternally, a damping force is required. Generally
damping ratios of 0.4 < ζ < 0.8 give a good step response [97]. The damping is
realized by means of Eddy current damping, which is contact-less and well suited
for vacuum.

The principle is as follows. When a conductor moves through a magnetic field,
Eddy currents are induced inside the conductor. Due to the magnetic field, the
moving charges that make up these currents experience a Lorentz force which is
proportional to and in opposite direction of the velocity. The induced current
density and the resulting force are:

J = σ (E + v × B) Fd =
∫

V
J × BdV (4.20)

For a thin plate of thickness δp we can approximate the problem in 2D, assuming
the current density and magnetic field constant over this dimension (z). For a
velocity in the y-direction v = vyŷ and a homogeneous axial magnetic field in the
z-direction B = Bz ẑ, with pole projection S. Ignoring the electric field for now, the
Lorentz force is then proportional to:

Fd ∝ −σvSδpB
2
z (4.21)

A sketch of the fields and current density is shown in figure 4.2. Due to the
sharp gradient in the magnetic field at the edges of the pole projection area, charge
accumulation occurs here. This charge results in an electric field perpendicular
to the direction of motion of the conductor, in a way similar to the Hall-effect.
Inside the pole projection area this electric field is opposite the component v × B
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Figure 4.2: Sketch of electric and magnetic fields and current densities in they eddy
current damper. Note that the currents in reality flow in closed loops.

and here effectively limits the induced current density. Outside the pole projection
area the electric field is the sole reason for the induced current density. Knowing
both B and E the current density J and correspondingly the force can be solved
for. Furthermore, to ensure that the current density normal to the boundaries of
the conductor is zero the method of image currents can be used. This problem
was solved analytically by Bae [10] for square magnets. For circular magnets the
integrals involved are rather complicated and it’s more convenient to solve it with
commercial FEM software. We modeled the damping system of the thrust balance
using Comsol’s magnetic and electric field (mef) module. The system was modeled
using the dimensions and properties detailed in section 4.3.3, the results are reported
in section 4.5.
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4.3 Technical Implementation

4.3.1 Structure

The thrust balance structure as shown in Fig. 4.1 can also be recognized in Fig.4.3
(although mirrored). Point O and A are the pivots, item 2 in Fig. 4.3. These
pivots are anchored to a large aluminium plate (top white plate in Fig. 4.3). (As
opposed to pivots B and C, not labeled in this figure, which are freely moving as
was explained in section 4.2). This plate is placed on top of another aluminium
plate (grey, bottom). The relative attitude of the top plate with respect to the
bottom-plate is controlled by the leveling system described in the next section.

The bottom plate is suspended from the roof of the vacuum chamber (not shown
for clarity). It also includes the interface for the power lines, gas lines and cooling
water lines (items, 14, 15, 16 respectively).

The secondary arm and the intermediate link are custom machined aluminium
parts. The primary arm is a combination of a machined aluminium part, an ex-
truded 30 mm x 60 mm extruded aluminium profile and a gun-drilled cold plate
(item 9). The cold-plate doubles as the thermal and the mechanical interface for
the thruster. The pivots are C-flex type G10 for the main pivot (2 bearings at O)
and D10 for the other pivots (2 bearings at A, 1 bearing each at B,C).

The system further includes a calibration rig (items 7,8), liquid metal connectors
(item 13) a viscous damping system (item 5) and an optical displacement sensor
(item 6) which will be elaborated on in the rest of this section.

4.3.2 Leveling system

To be able to align the surface normal of the upper plate with the gravity vector the
system uses two motorized screw-jacks (item 12 in Fig. 4.3) in conjunction with a
two-axis inclinometer. The screw-jacks are fixed to the upper aluminium plate with
the lead-screw projecting down, towards the bottom plate and are connected to the
bottom plate by means of spherical joints (item 19 in Fig. 4.3). Both joints allow for
3 rotational degrees of freedom (DoF) and one of the joints allows for one additional
(linear) DoF. The screw-jacks allow for varying the distance between both plates,
separately at each point of contact. Both plates are connected at a third point by
a rod of a fixed distance ending in a 4 DoF (3 rotational, 1 linear) joint. All joints
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are implemented using custom, lubricant-less bearings. This arrangement allows
for controlling the pitch and roll of the top plate with respect to the bottom plate.
The pitch is changed by co-rotating both screw-jacks, i.e. by generating a common
change in the distance between the two plates at each contact point, while roll is
changed by counter-rotating, i.e. by generating a differential change. Control of the
screw-jacks is informed by the inclinometer that measures the angle with respect
to the vertical.

Figure 4.3: CAD drawing of the thrust balance design. 1) Primary arm. 2) Pivots O

and A 3) Secondary arm. 4) Counterweight. 5) Eddy current damper. 6) Displacement
sensor. 7) Voice coil. 8) Load cell. 9) Water cooled mounting plate. 10) Water cooled
electronics plate. 11) Propellant line mounting point. 12) Motorized screw jack for auto-
leveling. 13) Liquid metal connectors. 14) Power supply user interface (UI). 15) Propellant
line UI. 16) Cooling water UI. 17) Power supply thruster interface. 18) Propellant supply
thruster interface. 19) Pivot points for auto-leveling system.
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4.3.3 Damping System

The implementation of the damping system consists of a conductive plate attached
at the end of the secondary arm. Here the displacement (and hence the velocity) is
the largest. Furthermore, including the damping force on the secondary arm takes
advantage of the mechanical amplification. As can be seen from eq. (4.15) the
damping scales with n2 ∼ 103. In this way, up to critical damping can be achieved
for any thruster, with only a modest damping system.

The magnetic field is applied by two aligned permanent magnets on each side
of the plate. The damping force scales with the conductivity of the metal. Of all
affordable metals, copper has the highest conductivity of any metal, but it also has
a high mass density. The added mass, with a considerable arm (LAE ∼ 0.5m),
leads to an undesirable increase in the moment of inertia of the second arm. Pure
aluminium has 60% the conductivity of copper but is only 30% as dense, making it
the preferred option. The reported conductivity of the alloy that was used, Al5745,
is 2.04 · 107S/m. However, when we measured the conductivity it was found to be
closer to 1.59 · 107S/m.

The conductive plate is made of aluminium and has the following dimensions:
30 mm x 60 mm x 2 mm. The two cylindrical magnets are 20 mm diameter, 5
mm thick, NdFeB grade N42 (maximum energy product 42 MGOe) magnets with
a remanence of 1.3T and are spaced a distance s apart. To be able to vary the
magnetic field strength, and thereby the damping, s is variable by means of small
lead-screws.

4.3.4 Displacement Sensing

The quantity that must be measured is the displacement of point E (in Fig. 4.1).
There are many different displacement sensors available: inductive, capacitive, in-
terferometry, triangulation etc. For this particular balance we wanted a sensor that
was impervious to EMI as the strong RF fields of a Helicon thruster are known to
wreak havoc on (sensitive) electrical systems. The current design is outfitted with
a confocal chromatic sensor CCS-Prima from STIL.

Confocal chromatic sensors [105] consist of a white light source, a system of
lenses (the ‘optical pen’) and a spectrometer. The white light is refracted by the
optical pen; the focal distance is wavelength dependent. An object will reflect the
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wavelength with a focal distance corresponding to the position of the reflecting
surface. By measuring the wavelength of the reflected light with a spectrometer,
and given the relationship between the focal distance and wavelength, the distance
of the object to the optical pen can be inferred.

The optical pen is mounted on the top plate, pointing upwards, about 25 mm
distance from the horizontal arm. This distance can be controlled by a vacuum-
rated manual linear translation stage. The optical pen is connected to the light
source and spectrometer by an optical fiber, passing the vacuum/ambient barrier
by means of an optical feed-through. Both the emitted and reflected light are cou-
pled through the same fiber. The in-vacuum path only consist of passive elements
(fiber, optical pen) while the light source, spectrometer and other electronics reside
outside of vacuum chamber far away from the RF fields of the thruster. The range
and resolution can be changed by changing the optical pen. For this particular ap-
plication we are using the CL5-MG20 optical pen which has a measurement range
of 12 mm and a resolution of 0.4 µm. It is unaffected by a tilt of the reflecting
surface of up to 14◦ far exceeding the maximum deflection angle θ2 < 3◦.

4.3.5 Calibration System

Since the stiffness of the thrust balance is dependent upon the mass of the thruster,
additional stiffness from gas and cooling lines as well as thermal drifts, it is impor-
tant that the thrust balance can be calibrated repeatedly, preferably in-situ without
breaking the vacuum. Calibration is done by applying a known force while mea-
suring the displacement, for a range of loads spanning the desired measurement
range.

We have chosen a calibration system based on a voice coil. Voice coils consist of
a small solenoid and a permanent magnet. The interaction of the magnetic fields
of the solenoid and the magnet results in a repulsive force, linearly proportional to
the current applied to the solenoid. The force per current ratio is constant only
over a short part of the stroke length, and dependent on the relative position of the
solenoid and the magnet. The actual force per current ratio could very well differ
from the one specified by the manufacturer. Calculating the applied force from the
applied current using the specified force per current ratio can therefore introduce
an error. The voicecoil used is a Moticont LVCM-010-013-10 with a reported force
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per current of 0.29 N/A.
In the current design, the magnet of the voice coil is instead mounted on a cali-

brated load cell.This allows for directly measuring the applied force, circumventing
the uncertainties in the force per current ratio. The load cell used is a custom
version of the Novatech F329 with an extended range, up to 200 mN. Although the
load cell is calibrated, its sensitivity can change slightly under loading, especially
when loaded horizontally.

4.3.6 Gas-line & Power Feeds

The power and propellant supplies are generally separated from the thruster in an
experimental setting; therefore both power supply and gas lines are needed between
the fixed and mobile parts of the thrust balance. For the power lines, we opted for
4 supply lines which could power up to 2 electromagnets or for example the anode,
keeper and the heater of a HET. For this purpose we also included a secondary gas
line to, in the future, be able to operate thrusters that need a hollow cathode for
neutralization, such as a HET or GIT.

The electromagnet on the HPTx is fed with up to 30 A, requiring at least gauge
10 wires (2.6 mm �) according to MIL-STD-975. We settled for 3 mm � enamelled
copper cables that can handle temperatures up to 200◦C. Due to their considerable
diameter these wires would add excessive stiffness to the system. To mechanically
decouple the power lines from the system we included liquid metal connectors (item
13, Fig. 4.3). These consist of a metal receptacle filled with a liquid metal and metal
rod partially submerged in the metal liquid. The receptacle is mounted on the fixed
part of the thrust balance while the rods are mounted on the primary arm. As the
viscous drag is negligible, the rod can move freely with respect to the receptacle
while maintaining the electrical contact.

In the past, mercury was used as the liquid metal but this is undesirable because
of its toxicity. Instead we used galinstan, an eutectic mixture of gallium, indium and
tin. It is liquid at room temperature Tfus = −19◦C, has an electrical conductivity
of 3.46·106 S/m and a vapour pressure of less than 10−8 mbar at 500 ◦C meaning,
that it is suitable for testing in high vacuum. The problem with Galinstan is that it
embrittles aluminium and other metals. Certain stainless steels (SS) and refractory
metals have good resistance against embrittlement.
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Although stainless steel (SS) is the most economic option, to accommodate the
high currents we chose molybdenum for its higher conductivity 1.87·107 S/m, about
13 times that of SS. The receptacles are 15 mm diameter, 23 mm long cylinders
with a 12 mm diameter, 12 mm deep cylindrical cavity.

We simulated the resistive dissipation in the liquid to see whether any notable
heating would occur. The total dissipation in the liquid amounts to only 12 mW
while the dissipation in the receptacle is little over 14 mW and that in the rod is
175 mW.

To minimize the impact of the gas-lines and to ensure that their impact is linear
and limited to an increase in the overall stiffness we opted for thin walled PTFE
(polytetrafluoroethylene) tubes of 6 mm outer diameter and 4 mm inner diameter.
These tubes are mechanically fixed at two ends: at the top plate and at the cold
plate and run parallel to the vertical part of the primary arm. In this way their
contribution to the overall stiffness can be approximated with the Euler-Bernoulli
beam bending theory. The equivalent torsional stiffness of two 480 mm tubes with
a Young’s modulus of 0.6 GPa is found to be 0.40 Nm/rad. As we will see later, this
is less than 1% of the total torsional stiffness of the system. The overall stiffness
of the balance was also calibrated before and after installing the gas-lines and no
significant increase in the stiffness was found.

4.3.7 Thermal Management

The HPTx prototype operates in the 0.3-1 kW range with an efficiency of around 10
%. The electromagnet has a resistance of about 0.8 Ω resulting in an Ohmic heating
power of 720 W at 30 A. However, this increases with time due to the resistance
increasing with temperature. The thermal loads to the balance are therefore of the
order of 1-1.5 kW; the need for thermal management is obvious. Moreover, with
such high heat fluxes radiative cooling and/or a thermal block would not suffice.
The equilibrium temperature would far exceed the rated temperatures of some of
the thruster components. Instead we have opted for water cooling.

To realise this, three separate water cooled cold-plates are installed: one inte-
grated in the thruster mounting plate (item 9, Fig. 4.3), a second one on the top
plate (item 10, Fig. 4.3), to cool the electronics and a smaller one passing by the
liquid connectors. All three cold-plates are connected in series by means of 10 mm
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� SS and PU (polyurethane) tubing. For a total cooling line length of about 10
m and a differential pressure of 4.5 bar we estimate a flow rate of 17.5 L/min and
Reynolds number of 4.6·104 implying turbulent flow. The thermal resistance of the
mounting cold plate is about 5.0 ◦C/kW, that of the electronics plate 3.9 ◦C/kW
and for the liquid connector cooling 24.8 ◦C/W providing sufficient cooling.

To minimize the effect of the cooling lines to and from the cold plate, the flow
direction is kept perpendicular to the plane of motion of the balance. In this way
the thrust balance will not be sensitive to any reaction forces of the water on the
cooling lines. For that reason the cold-plate is also symmetric w.r.t. the centre line.
To reduce the effect on the overall stiffness, the cooling lines run in semi-circular
loops on each side of the centre line, from the top plate to the cold plate and back.
The are made of 12 mm outer diameter, 10 mm inner diameter PU tubing. The
overall stiffness of the balance was also calibrated before and after installing the
cooling lines and only a small increase on the stiffness was found, on the order of a
few percent.

The problem with water cooling is that the turbulent flow might cause vibrations
which introduce noise into the measurement. Although water cooling is used in the
shroud (an immobile part) of the thrust stand of [145], as far as we are aware there
is no thrust balance design with water cooling of the mobile part(s). We found that
the water cooling indeed introduces noise, increasing the RMS noise level from 0.5
µm to 2.9 µm. However, it also reduced the thermal drifts of the thrust balance
and prevented both the thruster and balance from overheating.

4.3.8 Data Acquisition and Control

The thrust balance is controlled by an on-board micro-controller. This reduces the
amount of electrical feed-through connections (not including those for the thruster)
to a minimum, 2 pins for power and 2 for data.

The electronics are exposed to the vacuum environment. Care is to taken to
avoid the use of electrolytic capacitors which can lose their electrolyte over time
due to evaporation. To prevent overheating the PCBs are mounted on the afore-
mentioned cold plate. A metal cover is placed over the electronics to prevent EMI.

The electronics are based on two Arduino micro-controllers and are divided over
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two PCBs, the main board containing the master Arduino Due and a secondary
board with the slave Arduino Nano. The secondary board is mounted on top of
the thruster mounting plate and further contains an accelerometer (ADXL355), 8
PT1000 resistance temperature detector (RTD) signal conditioners and a variable
current source to power the voice coil of the calibration system. The main board
also contains an accelerometer, 8 PT1000 signal conditioners as well as a dual axis
inclinometer (ADIS16209), 3 stepper motor controllers and a signal conditioner for
the load cell. Master and slave are connected by 6 wires using the SPI protocol.
The master Arduino is connected to a PC by an RS485 to USB adaptor.

The stepper motors drive the screw-jacks mentioned in section 4.3 and together
with the inclinometers allow for control of the pitch and roll of the top plate such
that it can be maintained level with the local horizontal at all times. The ac-
celerometers allow for measuring ambient vibrations which can be used to enhance
the post-processing. The RTDs are used to track thermal drifts of various parts of
the thrust balance. A block diagram of the full data & acquisition system can be
seen in Fig. 4.4.

4.4 Experimental Setup

To validate the thrust balance performance various measurements were performed,
including some preliminary measurements using the HPTx. Ideally the thrust mea-
surements would be compared to those of an already validated thrust balance.
However, these are not yet available, mainly because most existing thrust balances
are not compatible with the HPTx platform, which is one of the main drivers for
the current work. What is available however, are combined probe measurements
that can give an estimate of the thrust and specific impulse. These measurements
estimate a thrust in the order of 5-8 mN.

The vacuum facility that houses the thrust balance is a 3.5 m long, 1.5 m
diameter stainless steel vacuum chamber at the EP2LAB at UC3M. The chamber
has two magnetically levitated turbo-molecular pumps and three cryo-panels. The
ultimate pressure is 5 · 10−7 mbar; the background pressure with 10 sccm of Xenon
is about 1.8 · 10−5 mbar.
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Figure 4.4: Block diagram of data acquisition & control system.
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Table 4.3: Mass and moment of inertia of all elements i

i mi [kg] Li [mm] Ii [kg·m2]

1 3.626 375.0 150 ·10−3

2 0.237 116.9 6.86 ·10−3

3 - - -
4 6.9 647.0 -
5 0.271 97.4 -

Table 4.4: Dimensions of the schematic thrust balance.

Point x [m] y [m] κ [N·m/rad]

O 0.000 0.000 0.19160
A 0.300 0.045 0.02330
B 0.310 0.000 0.01165
C 0.310 0.045 0.01165
D -0.185 0.045 -
E -0.120 0.045 -
M 0.000 0.674 -

4.5 Results

4.5.1 Validation

To validate the model we simulated the response for our particular balance and
compared it to the measured response. All relevant properties and dimensions of
the balance are tabulated in Tab. 4.3 and 4.4. The moments of inertia and the
masses of all elements are obtained from a CAD model of the balance. Note that
the mass of the primary arm includes the 1.7 kg cold-plate and that the mass of
the thruster here includes the 1.7 kg mechanical interface. The resulting center of
mass is almost aligned with the vertical part of the arm; x1,0 = 2.0 , y1,0 = −375.0
mm.

For the dimensions in Tab. 4.4 the linearization (see. appendix B.2) yields
the following values: θ′

3(0) = −1 which means that n = θ′
4(0) = 31.0. The result
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n = 31.0 is also found using the static analysis in appendix B.1, confirming the
accuracy of the linearization.

Using equations (4.12) and (4.13) and the data in Tab. 4.4 and 4.3, we can
calculate the effective moment of inertia I = 13.0 kg·m2, and the effective torsional
stiffness κ = 47.1 N·m/rad of the unloaded thrust balance. This results in a natural
frequency of 0.30 Hz for the pendulum motion, equivalent to a period of about 3.3
seconds. When loaded with the HPTx the results are 15.9 kg·m2, 90.9 N·m/rad,
0.38 Hz and 2.39 s.

To validate the dynamic response of the designed thrust balance, Fig. shows
4.5 the calculated and measured response of the thrust balance when excited with
a stepped load. The thrust balance was excited by the voice coil by stepping
the applied current nearly instantaneously from zero to some constant value. The
response was normalized and centred on t = 0, when the step is applied, and then
fitted using the step response function for an under-damped harmonic oscillator.

A(t) = 1 − e−ζω0t

sin
(√

1 − ζ2ω0t+ cos−1 ζ
)

√
1 − ζ2

 (4.22)

The resulting values are ω0 = 2.56 rad/s corresponding to 0.41 Hz and ζ = 0.57.
The plot of the model is generated using the same value for ζ. The relative difference
in frequency between the measured and calculated response is about 8%.

The stiffness of the balance changes linearly with thruster mass. The static
model, using eq. (B.9) and the dimensions and stiffness from Tab. 4.4 predicts
a stiffness of k = 0.753 · M + 4.06 mN/mm, ranging from about 4.8 N/m for a 1
kg thruster to about 42 mN/mm for a 50 kg thruster. For the HPTx weighing 5.2
kg, plus 1.7 kg of the cold plate and another 1.7 kg of the mechanical interface, a
stiffness of 10.5 mN/mm is expected. Using eq. (4.19) our model predicts a stiffness
of 10.4 mN/mm. Both values agree within less than 0.1%.

To validate the model of the damping system we simulated the damping co-
efficient b for varying magnet spacing s with Comsol’s magnetic and electric field
(mef) module using the parameters described in section 4.3.3. We also measured
the damping ratio ζ by fitting eq. (4.22) to the measured step response for the
same spacing s. For each s we performed two square pulses, fitting eq. (4.22) on
the positive edge and also on the negative edge (after multiplying by −1), resulting
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Figure 4.5: Comparison of calculated and measured step response. Time dependent
normalized amplitude A as a function of time t.

in 4 points per value of s. The damping coefficient b can be converted to ζ using:

ζ = (nL)2

2
√
κI

· b (4.23)

which follows from eq. (4.15) and (4.17). The results are plotted in Fig. 4.6. The
experimental data (ζ) is scaled using eq. (4.23) with 2.97 s/kg (thruster) and 4.08
s/kg (no thruster). From the figure it is clear that the FEM model accurately
predicts the damping ratio. As a control we also measured the magnetic field in
the centre between the magnets for varying magnet spacing and compared it to the
simulated value; this was also found to be in good agreement (R2 = 0.995 and an
RMSE (root mean squared error), normalized to the mean, of 2%). The damping
system is capable of providing a damping ratio from 0.1 to more than 1 which is
more than sufficient for practical application. We did find a slight difference between
the results obtained from the positive and the negative edges, most clearly seen at
s = 10 mm of the blue curve in Fig. 4.6. This is probably due to the fact that for
the negative edge the plate does not start centered on the magnet. Regardless, this
minor difference does not affect the previous conclusions.
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Figure 4.6: Comparison of calculated and measured damping ratio. The model output
is scaled using eq. (4.23) with 2.97 s/kg (thruster) and 4.08 s/kg (no thruster).

The optimal damping ratio is that for which the settling time is minimal. The
settling time is defined as the time it takes for a step response to fall within 2%
of the final value. Using the parameters derived from our Lagrangian model we
simulated the settling time for different values of the normalized damping coefficient
ζ, resulting in the plot of Fig. 4.7. The optimal damping ratio is about ζ = 0.78
with a settling of time 1.8s. We also inferred the settling time and damping ratio
from the measured response of the system to a step input for various separation
distances of the magnets which are the red circles in Fig. 4.7. As is apparent the
measurement and simulation agree well. These results were obtained without a
thruster mounted on the balance. Including the thruster mass in the model yields
similar results, the optimum ζ is still 0.78 and the settling time is slightly lower
at 1.5 seconds. The discontinuities in the graph are due to the definition of the
settling time and can be explained as follows: for a given value of ζ there is a point
where the step response A(t) will have crossed the lines A = 0.98 or A = 1.02 for
the last time. This is the settling time. When ζ is increased there will be a point
at which this ultimate crossing will occur one half-period earlier, the settling time
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Figure 4.7: Settling time ts as a function of damping ratio ζ.

will then be reduced discontinuously by a half-period.

4.5.2 Calibration

Calibration of the system is necessary to obtain the actual stiffness of the bal-
ance which is needed for post-processing measurement data. Comparison of the
calibrated stiffness with the stiffness predicted by the model also provides another
venue for validation.

For the HPTx a maximum thrust level of around 8 mN was expected and there-
fore we intended to calibrate up to 20 mN. The force per current ratio of 0.29 N/A
implies that the current applied to the voice coil should be varied from 0 to 70 mA.
To verify this we first performed a linear fit of the applied current versus measured
force of the voice coil and found instead a force per current ratio of 0.35 N/A a
21% difference. This significant difference could indicate that the calibration of the
voice coil is affected by the horizontal orientation and the lateral loading due to the
voice coil magnet. This could explain at least part of the difference in the predicted
and measure thrust balance stiffness. Despite the different force per current value
we maintained the maximum current at 70 mA for a calibration range of slightly
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Figure 4.8: Raw calibration data. Applied force F and displacement y as a function of
time t.

less than 25 mN.

The calibration protocol was as follows: 0 to 70 mA is applied in steps of 10
mA. Each step lasts for about 20 seconds to allow the balance to settle and to be
able to average sufficient data points in one step. To account for drifts, each current
step is followed by a zero step that also lasts 20 seconds. In this way each step has
its own zero value. Furthermore, to check for hysteresis the procedure is repeated
from 70 mA down to 0 mA. The displacement data is sampled at 10 Hz and the
load cell data is sampled at 2 Hz. The resulting data is shown in Fig. 4.8. This
data was taken with the HPTx mounted on the balance and with the cooling water
running. The data is processed as follows. At each step as well as the subsequent
‘zero’-step, 150 displacement sensor data points and 30 load cell data points are
taken. The displacement data is then averaged every 5 points to reduce it to 30
points. The zero values are subtracted from the preceding ’high’ values. We then
use a least squares fitting procedure to obtain a linear fit of the data. This results
in the plot shown in Fig. 4.9, where we plotted the displacement versus the force, as
well as the linear fit. In the upper window of the plot the standardized residuals are
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Figure 4.9: Processed calibration curve. Top: standardized residuals. Bottom: dis-
placement y as a function of applied force F .

shown. These residuals should be normally distributed around zero. It can be seen
that there is a pattern in the residuals. This is indicative of non-linearity. When
doing a quadratic fit the residuals were normally distributed. We quantified the
non-linearity as the largest deviation of the quadratic fit with respect to the linear
fit, relative to the full scale which resulted in a 0.4% non-linearity error. Since this
uncertainty is so small we find the use of the linear fitting justified as it yields a
single calibration constant that is easy to use.

The inverse of the slope of the fit is kcal = 23.21 ± 0.02 mN/mm. However, this
is the stiffness for forces applied at the position of the voice coil. This needs to be
scaled by the ratio between the distance from O to the voice coil (368 mm) and
the distance from O to the point of action of the thrust force LT (generally, but
not necessarily: LT = L4) which is 674 mm; this ratio is 0.546. The stiffness of
the thrust balance is therefore 12.7 mN/mm which is about 20% higher than that
predicted by either model.

In this particular calibration the relative uncertainty on the calibration constant
is about 0.07%. In general we have found that the relative uncertainty is ≤ 1%.



124 Thrust Balance

Figure 4.10: Measurement of the HPTx operating at 450W, peak magnetic field of
1500G and 15 sccm of Xenon. Displacement y as a function of time t.

4.5.3 Thrust Measurements

In this section we explain how the thrust measurement results are obtained from
the raw thrust balance data. In Fig. 4.10 the output of the displacement sensor
during a firing of the HPTx is shown. The operating point was 15 sccm of Xenon,
450 W of RF power and a magnetic field of 1500 G. The blue line shows the raw
data; as can be seen there is a thermal drift from the moment the magnetic field
is turned on, which in first approximation is linear. It was found that subtracting
the slope of the line connecting the point of the curve, right before turning on the
magnetic field (40 s) and the point right after turning it off again (150 s) removed
most of the drift as evidenced by the red line.

In Fig. 4.10 several events can be distinguished. Firstly at around 40 seconds the
magnetic field is turned on, resulting in a negative thrust. This can be explained by
the magnetic force between the solenoid and the magnet of the voice coil. A linear
relationship was found between the magnetic field of the solenoid and the negative
thrust generated, which seems to support this hypothesis. It is important to note
that this negative thrust level is considered the ‘zero level’ of the measurement.
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At about 64 seconds the propellant flow is turned on leading to a small increase
in the thrust value, the so-called cold gas effect. Little after 86 seconds the RF
power is turned on starting the plasma discharge. This is the largest contribution
to the thrust. A small overshoot can be seen after which the thrust stabilizes. The
increased noise possibly comes from the cooling system. Currently the water cooling
circuit for the thrust balance and that of the RF generator are both supplied from
the facility water lines. The thrust balance cooling water runs continuously but the
RF generator has a valve which opens/closes when the RF is on/off. Although they
are connected at outlets several meters apart we suspect that opening and closing
the valve causes pressure waves that induce vibrations in the thrust balance. The
vibrations are worse when the valve closes (RF OFF), probably due to the induced
water hammer, at 132 s. Then subsequently at 145 s and 166 s propellant flow
and magnetic field are turned off. Despite the oscillations when turning off and on
the thruster the thrust balance signal is appreciably more stable than that of other
thrust balances running a HPT [51, 115, 128].

To obtain the net displacement we first obtain the zero level by taking the mean
of a 150 data points of the (detrended) data set, after turning on the magnetic
field and before turning on the propellant flow where the curve is ’flat’, between
45 and 60 seconds; we then obtain the mean of 330 data points of the steady-
state part of the data between turning on and off the RF power, between 92 and
115 seconds. The mean values are denoted by the dash-dotted lines in Fig. 4.10.
The difference between these values is the net displacement, 408 µm. Given the
calibration constant of 12.7 mN/mm this is equal to 5.1 mN.

4.5.4 Uncertainty Estimate

In this section we report the analysis of the experimental uncertainty estimation.
The final thrust value is the product of the following variables:

F = y · kcal · Lvc

LT

(4.24)

where Lvc = 368 mm is the distance from the voice coil to O and y the displacement
measured by the sensor. All of these quantities come with an uncertainty. The
uncertainty in LF and Lvc are those in the measurement of both lengths and is
σLF

= σLvc = 1 mm. The uncertainty in kcal is obtained concurrently with kcal
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and for this particular measurement is σkcal
= 0.1 mm/mN. According to [97] the

uncertainty in y, σy, can be estimated from the calibration data. However, we are
of the opinion that in our case this underestimates the uncertainty. Therefore, we
use the root sum of squares of the standard deviation of the zero level and thrust
level. In this measurement of Fig. 4.10 this results in an uncertainty of 8 µm. The
uncertainty in the thrust measurement is calculated from the root sum of squares
of all the relative uncertainties.

σT

F
=

√√√√(σy

y

)2

+
(
σkcal

kcal

)2
+
(
σLT

LT

)2
+
(
σLvc

Lvc

)2
(4.25)

For the measurement of Fig. 4.10 the relative uncertainty in the thrust measure-
ment is 2% which is dominated by the uncertainty in the displacement measurement.
The thrust value is then T = 5.1 ± 0.1 mN.

4.6 Thrust Measurement Results

Although a full thrust measurement campaign is outside of the scope of this work
in this section we will present some results that are representative of the HPTx
performance at 400W and 1500G. The thrust balance calibration constant was found
to be 14.0±0.4 mN/mm. A series of 9 measurements was performed at 5,10 and
20 sccm of which 5 were useful. The results are tabulated in Table 4.5 and plotted
in Figure 4.11. From these results it can be concluded that both the balance and
the thruster operate with good repeatability; results taken at the same operating
point produce the same results within the measurement uncertainty. Furthermore
it can be concluded that the thrust and efficiency increase with the mass flow rate,
while the specific impulse decreases. The thrust to power ratio varies between 4.4-
12.7 mN/kW. Overall the specific impulse is low for EP devices, and is rather in
the range typical of chemical propulsion. Lastly the efficiency is dramatically low,
ranging from 1-2%.

4.7 Mechanically Decoupled RF System

The power source of a helicon plasma thruster is primarily the RF system which
generates a high power AC signal at 13.56 MHz that is coupled to the plasma
by the helicon antenna. In the power ranges considered here, 102W, the coaxial
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ṁ (sccm) F (mN) Isp (s) η (%)

5 2.0 ± 0.2 421 ± 41 1.0 ± 0.2
5 2.1 ± 0.2 427 ± 41 1.1 ± 0.2
5 2.2 ± 0.2 447 ± 41 1.2 ± 0.2
10 3.9 ± 0.2 401 ± 21 1.9 ± 0.2
20 5.7 ± 0.2 298 ± 10 2.1 ± 0.1
20 5.7 ± 0.3 296 ± 16 2.1 ± 0.2

Table 4.5: Performance of the HPTx operating at 450W, 1500G and different mass flow
rate as measured with the thrust balance.

cables used to transfer the RF power from the power supply in the ambient to the
antenna in the vacuum chamber are type LM-400, RG214/U or similar which are
thick and rigid. Their rigidity would nullify the carefully engineered compliance
of the thrust balance. In the current prototype the antenna can be mechanically
decoupled from the rest of the thruster in a way that allows the magnetic coil and
the thrust chamber to move freely while hanging from the balance; the antenna is
fixed to the vacuum chamber. Once the prototype reaches a more mature phase,
where both the antenna as well as the RF system are integrated into the thruster,
the rigidity of the RF cables will also be circumvented. However during a major
part of the development, the prototype will have the antenna integrated but not
the RF system. Therefore a solution is needed to mechanically decouple the RF
cable from the thruster without separating the antenna.

Mechanically decoupling the power system for thrust balance measurements has
been done before with electron cyclotron thrusters (ECR). ECR thrusters operate
in the microwave range and use wave guides instead of coax cables, at least for some
part of the power line. In this case it is sufficient to cut a wave guide in two parts
and align them with a separation sufficiently small compared to the wavelength.
This way power transfer is uninterrupted but the two parts of the wave guide are
mechanically decoupled. Since the helicon plasma thruster operates in the radio-
frequency domain the solution is less trivial. However research into wireless power
coupling has increased over the years due to an interest in wireless charging of both
mobile devices and electric vehicles.
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Figure 4.11: Performance of the HPTx operating at 450W, 1500G and different mass
flow rate as measured with the thrust balance.

4.7.1 Wireless Power Transfer

Wireless power transfer technologies use energy containing fields to transfer power
contactlessly. Although technologies using acoustic fields exist most technologies
use either electric or magnetic fields. In the latter case a further division can be
made between radiative or far-field technologies such as optical or microwave power
transfer and non-radiative or near-field technologies, most importantly inductive
power transfer. When using electric fields one speaks of capacitive power transfer.

Far-field technologies are used for power transfer over long range, even over sev-
eral kilometers, and generally have lower coupling efficiency than near-field tech-
nologies. Of the latter category both inductive power transfer (IPT) and capacitive
power transfer (CPT) are use for electric charging applications although the former
have been studied in more depth over the past decades.

Although IPT technologies are more mature and generally have a higher effi-
ciency and power density, they tend to operate a lower frequencies < 1 MHz. At
high frequencies the Eddy current losses induced in the magnetic core material and
the conduction losses due to skin-effects reduce the overall efficiency [73]. Air core
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Figure 4.12: A schematic of a CPT system. Figure from [73].

coils using Litz wire mitigate this partially but even at the 13.56 MHz operating
frequency of the helicon these do not completely solve the issue. On a practical
note, achieving design parameters with custom wound coils is notoriously difficult
while doing the same for capacitors is very simple as it only requires two plates and
the correct spacing between them. Another downside of IPT technologies is the
fact that it can induces Eddy currents in nearby metals further increasing losses
and leading to unwanted heating of surrounding surfaces.

The main drawbacks of CPT technologies are, lower power density, lower effi-
ciency and emission of electric fields [73]. However these low power densities are
mainly of concern at ‘long distances’ i.e. of the order of 100’s of millimeters which
are not relevant to our particular application. Efficiencies of up to 92% have been
reported, which would equal a 10% reflection that can be tolerated in the case of
the RF generator. Lastly regarding the electric fields, this is mostly of importance
at larger distances, furthermore the setup will be contained inside the grounded
vacuum chamber effectively shielding the operator of these fields.

Due to the high operating frequency of 13.56 MHz and the difficulty of manufac-
turing custom coils we consider CPT a better solution for our particular application.
However IPT technologies outperform CPT in many other applications; an in-depth
review about IPT can be found in [151].

4.7.2 Capacitive Power Transfer

As aforementioned CPT uses electric fields for contactless power transfer. The
electric fields are generally established between two parallel plates which act as a
capacitor. In Figure 4.12 a schematic of a general CPT system is shown. CPT
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L1
C1 L2

ZL

C2

Figure 4.13: Equivalent circuit of a CPT system.

is mostly considered for DC-DC power transfer which requires an inverter at the
primary side to generate an AC signal and a rectifier at the secondary to convert
back to DC power. For our particular application these can be left out, which
is a boon as these elements generally introduce some extra losses. The simplest
compensation circuit is the double sided L-compensation. Here two inductors are
added in series with the capacitors to induce a resonance. An equivalent circuit
of such a system including a load impedance ZL is given in Figure 4.13. The
equivalent impedance of this ideal circuit is easy to calculate.

Z(ω) = ZL +
(
C1 + C2

ωC1C2

) [
ω2

ω2
0

− 1
]

(4.26)

Where we introduced the resonance frequency ω0.

ω0 =
√

C1 + C2

C1C2(L1 + L2) = 1√
LC

(4.27)

Here the second equality holds if L1 = L2 = L and C1 = C2 = C. When
the operating frequency is equal to the resonance frequency the second term in
Equation 4.26 becomes zero and |Z| = ZL i.e. the equivalent impedance is equal to
the load impedance of the system and the coupling system is virtually invisible for
the source. Such a system would be of use if the thruster presents itself as a 50Ω
load. For this system to work it is important that the components L1, L2 and C1, C2

are size correctly. To account for any manufacturing tolerances it would also be of
interest to have at least either the capacitances or the inductors be (somewhat)
variable.

The previous analysis however does not account for stray capacitances. The are
not only capacitances between the opposing electrodes of each of the capacitors but
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Figure 4.14: Equivalent circuit of capacitive coupler including stray capacitances.
Figure from [73].

L1
CM

C1 − CM C2 − CM

L2

ZL

Figure 4.15: Equivalent π-model of the circuit shown in Figure 4.14.

also between the electrodes on the same side as well as between opposing electrodes
of different capacitors. In Figure 4.14 a circuit with all the stray capacitances is
shown It is possible to transform the capacitive coupler consisting of two series
capacitances into two parallel capacitances and a coupling capacitance, i.e. an
equivalent π-model taking into account all (stray) capacitances between the four
electrodes, shown here in Figure 4.15 including the double-side L-compensation.
The values for C1, C2 and CM are as follows [150].
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C1 = (C13 + C14)(C23 + C24)
C13 + C14 + C23 + C24

+ C12 (4.28)

C2 = (C13 + C23)(C14 + C24)
C13 + C14 + C23 + C24

+ C34 (4.29)

CM = C12C34 − C14C23

C13 + C14 + C23 + C24
(4.30)

The equivalent impedance of the circuit shown in Figure 4.15 is significantly more
complicated than that of Equation 4.26.

Z(ω) = 1 − ω2(L1C1 + L2C2) + ω4L1L2C1C2(1 − k2
c ) + iωZLC2[1 − ω2L1C1(1 − k2

c )]
−ω2C1C2(1 − k2

c )ZL + iωC1[1 − ω2L2C2(1 − k2
c )]

(4.31)
In the equation above we have introduced a coupling constant kc = CM/

√
C1C2.

This can be somewhat simplified if we assume that the system is symmetric, and
that the inductors are of equal size i.e. C13 = C24 ≡ CS, C12 = C34 ≡ CP ,
C14 = C23 ≡ CD and L1 = L2 ≡ L. It follows then that C1 = C2 ≡ C, and the
expressions for C and CM then become:

CC = (CS + CD)2

2(CP + CS) + CP (4.32)

CM = C2
S − C2

D

2(CP + CS) (4.33)

We can then write the equivalent impedance as:

Z(ω) = 1 − 2ω2LC + ω4L2C2(1 − k2
c ) + iωCZL[1 − ω2LC(1 − k2

c )]
−ω2C2(1 − k2

c )ZL + iωC[1 − ω2LC(1 − k2
c )] (4.34)

We can then normalize the frequency to ω̂ = ω/ω0, with ω0 = 1/
√
LC and Λ =√

C/L. Note that for this ω0 to be equal to that of Equation 4.27 we need to set
here C = CS/2. We also drop the subscript on kc.

Z(ω) = 1 − 2ω̂2 + ω̂4(1 − k2) + iω̂ΛZL[1 − ω̂2(1 − k2)]
−ω̂2Λ2(1 − k2)ZL + iωΛ[1 − ω̂2(1 − k2)] (4.35)

In the limit that the stray capacitances CP , CD → 0, we find that k → 1 and
C → 1

2CS. Substituting this in Equation 4.34 we recover Equation 4.26. For
maximum power transfer the impedance of the system should be equal to that of
the RF generator, i.e. Z0 = 50Ω. This can best be quantified in the form of the
transmission coefficient T , when T = 1 all power is coupled to the load.

T = 2Z0

Z + Z0
(4.36)



4.7. Mechanically Decoupled RF System 133

4.7.3 CPT Design

For the design of the CPT system the following requirements should be kept in mind:
operating frequency 13.56 MHz, and a reasonable system volume of about 1L or
10×10×10cm3 with maximal power coupling, but at least T > 0.9. The total power
it should be able to handle should be around 500W. To size the components we do
the following back of the envelop calculation: the largest area within the volume is
about 100 × 100 mm2 which should fit 2 capacitors, so a single electrode is about
5·10−3 m2. As as starting point we can use Equation 4.27 with ω0/2π = 13.56 MHz.
A reduced inter-electrode distance leads to larger capacitances, and therefor lower
required inductances. Inductors with lower inductances generally have less windings
and therefore also less resistance. We estimate a practical inter-electrode distance
to be of the order of 10−3 m, which can be somewhat varied with a micrometer
stage. The capacitance of two parallel plates can be approximated with:

C = ϵ0A

d
(4.37)

Where ϵ0 = 8.85 · 10−12 Fm−1 the permittivity of free space, A the area of the
electrode and d the inter-electrode distance. Using the aforementioned estimates,
we can calculate C ≈ 44 pF, the corresponding inductance is then about L ≈ 3 µH.
This inductance can be adjusted somewhat, within order unity to adapt to what’s
commercially available, while adjusting C by varying d.

At the frequency of 13.56 MHz the inductor most certainly should be an air-core
inductor to avoid losses in the magnetic core. Increased AC resistance due to the
skin-effect are another source of losses to be avoided. When current travels through
a conductor with a high varying frequency it is confined to a thin layer near the
surface called the skin-depth δ which is frequency dependent.

δs(ω) =
√

2
µ0σω

(4.38)

where µ0 = 4π · 10−7 Hm−1 is the permeability of vacuum and ρ is the resistivity
of the conductor. For a copper conductor at 13.56 MHz the skin depth is about 1.8
µm. Therefore using thick solid conductors for high frequency currents does nothing
to reduce induction losses. Hollow copper tubes are sometimes use but they lead
to bulky inductors. Litz wire is another solution, which consist of multi-stranded
wires where all strands are electrically isolated from each other. However Litz wire
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Figure 4.16: CAD of the CPT. Figure 4.17: Photo of capacitive coupler setup.

is expensive and generally used up to about 2 MHz. A third solution is flat wire
coils, which are flat copper wires wound in such a way that the large surface is
parallel to the normal plane of the coil. This results in relatively compact coils with
low AC resistance.

The 500W requirement translates roughly into a 3 A current requirement in the
case that the system is properly tuned i.e. Z ≃ 50Ω. For a safety margin and
taking into account that heat dissipation in the vacuum environment happens by
conduction only, we set the current requirement at 10 A current for the inductors.
We found a commercial flat wire coil air core inductor with 5.3 µH inductance, a
10 A current carrying capacity. It consists of a 5 mm wide, 1 mm thick enamelled
flat copper wire, wound in a coil with 29.5 windings, 33 mm tall and 15 mm inner
diameter. Using these inductors and four copper plates we designed the setup shown
in Figure 4.16. Before constructing the setup we first calculated the capacitances
CP , CD and CS using FEM software. We created 4 electrodes of 117 x 50 mm
in sets of two, spaced 10 mm apart and both sets facing each other. We then
varied the distance between both sets of electrodes and calculated the capacitances.
The resulting data are plotted in Figure 4.18 and Figure 4.19. As can be seen
in Figure 4.18 over the first millimeter or so the theoretical Equation 4.37 agrees
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Figure 4.18: Series capacitance as a function of electrode separation, obtained from
FEM analysis.

well with the FEM results. However, as the inter-electrode distance increases, edge
effects become more important and the results deviate from theory. Instead we find
that a rational with a first order numerator and first order denominator are a better
fit.

All three fitting formulas are given in Equation 4.39.

CS =
(

0.1554 · d+ 6.244
d+ 1.977 · 10−2

)
ϵ0 (4.39)

CP = (−199.3 · d2 + 7.387 · d+ 0.1601)ϵ0 (4.40)

CD = (−31.47 · d2 + 0.8474 · d+ 8.089 · 10−2)ϵ0 (4.41)

(4.42)

Using the empirical expressions for the capacitances we can then calculate Z as a
function of d using Equation 4.32 to 4.34. The result is plotted in figure Figure 4.20.
The transmission peaks at an inter-electrode distance of about d = 4.55 mm, with
T = 1; the series capacitance corresponding to that position is 13.51 pF. After
having proven that high transmission is possible and can be adjusted by changing
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Figure 4.19: Parallel and diagonal capacitances as a function of electrode separation,
obtained from FEM analysis.

Figure 4.20: Calculated and measured transmission coefficient T as a function of inter-
electrode distance d.
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the inter-electrode distance we manufactured the CPT. One half of the coupler was
mounted on a micrometer linear stage as shown in figure Figure 4.17.

The transmission coefficient was obtained by measuring the S21 parameter us-
ing a network analyzer, while varying the inter-electrode distance d. The measured
results are also plotted in Figure 4.20. Surprisingly the distance of maximum trans-
mission is significantly different than calculated, at d = 6.8 mm. The peak value of
the transmission is about 0.95 which exceeds the requirement of > 0.90. Further-
more the measured response is also significantly broader than the calculated one.
One explanation could be that the N-type coaxial connectors have a capacitance
that is not included in the model. Although they are matched to 50Ω their capaci-
tance plays a role when the system is not perfectly matched which would show up
as an increase of C12 and a capacitance in parallel with ZL. Despite the discrepancy
between measurement and calculation it can be concluded that the experimental
CPT is capable of reaching a transmission in excess of 90%.

The CPT setup has also been tested up to 50W with a load and no significant loss
of transmissibility was seen. Next steps would include testing the system at higher
powers: 100-300W, ideally in vacuum and measure the temperature of various parts
to assess whether it maintains its transmissibility even at those powers and to assess
whether the system would need active cooling. The latter can be easily achieved
by welding copper tubes to the electrodes and connect them to the water cooling
circuit of the balance. Car has to be taken that one uses non-conductive tubing.
The addition of the cooling circuit may affect the performance of the coupling circuit
due to additional stray capacitances and it would therefore have to be characterized
again. Once having past these tests the system would have to be integrated into the
thrust balance, which would be fairly straightforward. The biggest drawback of this
system is that it requires a thruster that presents itself as a 50Ω load. Unfortunately
this is not the case for the current version of the HPT, however it is expected that
for a future iteration this will be the case.





CHAPTER

FIVE

Optical Emission Spectroscopy

“To try to make a model of an atom by
studying its spectrum is like trying to make a
model of a grand piano by listening to the noise
it makes when thrown downstairs.”

— Anonymous - Atoms and Rays (1924)

5.1 Introduction

Numerous diagnostic methods are available to measure relevant physical quantities
for characterizing plasma production and acceleration. As we have seen in chapter
3, charged particle density, energy distribution and flux as well as electron tem-
perature are conventionally obtained by means of probes. Although well-suited for
the plume region, such intrusive diagnostics are less applicable to the source region
of a thruster, where any probe would irremediably perturb the plasma production
and transport processes and therefore yield non-representative measurements. Op-
tical diagnostics, which are intrinsically non-intrusive, overcome these drawbacks
and therefore present a valuable alternative for plasma characterization. Optical
techniques are based on electromagnetic (EM) waves, often visible light but also
infrared and ultraviolet as well micro- and millimeter waves and even x-rays. An-
other distinction that can be made is between passive techniques that rely on natural
emission from the plasma and active techniques that probe the plasma with EM
waves while measuring the absorbed, scattered or fluoresced light. Techniques that
are common in plasma diagnostics in general and electric propulsion testing in par-
ticular are: optical emission spectroscopy (OES), laser induced fluorescence (LIF)
Doppler velocimetry, (tunable diode) laser absorption spectrometry (TDLAS) and
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microwave interferometry. Active techniques are generally able to more directly
measure desired plasma properties but at the expense of more complex and costly
equipment. Passive techniques like OES are less costly but rely on extensive mod-
elling to interpret the results and extract the desired quantities. Optical Emission
Spectroscopy (OES) is commonly applied to probe excited state densities and from
them derive the electron temperature.

5.2 Atomic Physics

Optical emission relies on the fact that energetic states in atoms and molecules are
quantized, that is to say there are only discrete energetic states that a system can
occupy. For energy to be conserved in a transition between two states a photon
with a wavelength ∆E = hc/λ is emitted or absorbed. These states are either
electronic, rotational or vibrational in nature. The latter two states are particular
to molecules only and are due to vibration of atomic bonds within the molecule or
rotation of the molecule around some axis. Emission due to rovibrational transitions
occur in the infrared only, because ∆E ≤ 0.12 eV. Since the vast majority of electric
thrusters use noble gases as a propellant, rovibrational transitions are not of interest
for electric propulsion testing.

Electronic states are a result of the fact that bound electrons of an atom can
only occupy discrete orbitals defined by total energy (E), angular momentum (L)
and the projection (Lz) of that angular momentum along an arbitrary (although
conventionally the z-) axis. Electronic states are generally defined by the principle
quantum numbers (n, l,m) where E = nℏ, L2 = l(l + 1)ℏ and Lz = mℏ with ℏ,
Planck’s constant divided by 2π. These principle quantum numbers are eigenvalues
of the energy and angular momentum and it’s projection operator.1 They can be de-
rived by solving the time-independent Schrödinger equation in spherical coordinates
for the potential of a hydrogen atom. The quantum numbers denote the possible
orbitals of an atom. For multi-electron atoms these orbits are filled starting with the
lowest energy orbital, until all bound electrons occupy an orbital. It is important to
note that the values of the principle quantum numbers are bound by: n = 0, 1, 2, ...,
l = 0, 1, 2, .., n− 1 and the magnetic quantum number by m = −l,−l+ 1, ..., l− 1, l.
It is conventional to label the orbitals with the same value of l with letters: s, p, d, f

1Note that the quantum number m is also referred to as the magnetic quantum number.
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for l = 0, 1, 2, 3, while maintaining the numbers for n. So the orbital with n = 2
and l = 1 is referred to as the 2p orbital which contains three different states, since
for l = 1 → m = −1, 0, 1. According to the Pauli exclusion principle two or more
fermions (which include electrons) cannot occupy the same state. However there is
an additional quantum number, the electron spin s which can either have the value
up, or down (+1

2 ,−
1
2). So each state n, l,m can be occupied by two electrons, one

with spin up and one with spin down. (Alternatively one could speak of unique
states (n, l,m, s). Therefore, the 2p orbital can be filled with at most 6 electrons.
For multi-electron atoms one can then write the electronic configuration as follows.
For example, the electronic configuration for the ground state of argon, which has
18 electrons, is: 1s22s22p63s23p6. The exponents denote how many electrons reside
in a given orbital. Although the majority of atoms (and ions) in a low temperature
plasma are in their ground state, at any given time a fraction of them are in an
excited state. This means that one (or more) of the outer electrons has moved to a
higher orbital. (In most cases it’s only the outermost electron.) One can also write
an electronic configuration for such an excited state. For an argon atom of whom
one of it’s 3p electrons has been excited to the 4s orbital the configuration would
be: 1s22s22p63s23p54s. For the noble gases this very often abbreviated using the
preceding noble gas in the periodic table, this case: [Ne]3s23p54s.

5.2.1 Nomenclature of Excited States

Due to interaction between the many electrons in a multi-electron atom the elec-
tronic configuration is not sufficient to describe an electronic state. For smaller
atoms the coupling scheme is the Russel-Saunders or LS-coupling since both the
total orbital angular momentum and the total spin of the atom are good quantum
numbers. This coupling is denoted with a term symbol which is derived as follows.
For a given atom (in the ground state) one fills up the shells according to Hund’s
rules. Take the electronic configuration and discard all the full orbitals. For the
remaining orbitals fill them each with one electron, starting with the highest m and
assign all of these electrons s = +1

2 . Then do the same with the remaining elec-
trons assigning them a spin of −1

2 . The angular momentum is then L = ∑
i mi and

the spin S = ∑
i si where is a sum over the electrons in the partially filled orbital.

Lastly we calculate the total angular momentum J , where J = |L−S| if the orbital
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is less than have full, J = L + S when it is more than half full and J = 0 when
it is exactly half full. The term symbol is then 2S+1LJ where L is expressed with
the same letters as in the orbitals, only now capitalized. As an example, for fluo-
rine the electronic configuration is 1s22s22p5. We discard the first two orbitals and
keep the partially filled 2p5 orbital. We then first fill that orbital with 3 electrons
all with spin +1

2 and magnetic quantum numbers m = +1, 0,−1 we then add the
remaining two electrons with spin −1

2 and m = +1, 0. Doing the sums we end up
with L = 1 and S = +1

2 . Since the orbital is more than half full J = 3
2 . The term

symbol for the ground state for fluorine is then 2P ◦
3/2. The circle denotes the parity

π = (−1)
∑

i
li with π = −1 odd and π = +1 even. Term symbols with odd parity

have a ◦ while even ones do not. Unfortunately all noble gases starting from neon
do not strictly follow the LS-coupling scheme, but rather have a mix of LS-coupling
and J1L2-coupling. From it follows the spectroscopic Racah notation which is used
to describe singly excited states of noble gas atoms (and ions). The LS-coupling is
applied to the parent ion while the J1L2-coupling applies to the excited electron.
The Racah notation has the form: (2S1+1L1J1)nl[K]0J where all the variables with
subscript 1 relate to the parent ion, nl is for the excited electron and K = J1 + l

and J = K + s, where l and s are the angular momentum and the spin of the
excited electron. It has to be noted that Hund’s rules only apply for finding the
term symbol of the ground state. For an excited state the open orbital can be filled
in any way. For example for an excited argon atom with configuration [Ne]3p54p
we find that L1 = 1 and S1 = +1

2 and J = 3
2 or J = 1

2 , while n = 4 and l = 1. It
then follows that K = 5

2 and either J = 2 or J = 3 depending on the spin of the
excited electron. The term symbol is then either (2P ◦

3/2)4p[K]J or (2P ◦
1/2)4p[K]J

where K = 1
2 ,

3
2 ,

5
2 and J = 0, 1, 2 resulting in total 10 possible states. From this

example it may be clear why the electronic configuration alone is not sufficient to
denote an excited state. Apart from the Racah notation there is the Paschen nota-
tion which is simpler, but less informative. The notation for a given excited state
is n′lk where n′ = n − N + l with N the highest value of n in the ground state,
while k denotes the degenerate states of a particular configuration. To take again
the example of excited argon [Ne]3p54p: here N = 3 and l = 1 so n′ = 2. So this
electronic configuration would be referred to as the 2p levels. However, as we’ve
seen there are 10 different possible states, meaning k = 1, 2, ..., 10 where the highest
value of k has the lowest energy. For example 2p10 corresponds to (2P ◦

1/2)4p[1/2]1
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in Racah notation. Now we’re familiar with the structure of atoms, excited states
and the spectroscopic notations we can have a look at the energy diagrams of the
elements studied in this thesis, argon and xenon, the latter being the most ubiq-
uitous propellant for electric thrusters. The levels are denoted using the Paschen
notation. Each level has a corresponding energy. An extensive list of all levels and
corresponding energies of all elements can by found in the NIST atomic database
[93].
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Figure 5.1: Energy level diagram of atomic Argon. [94]

5.2.2 Optical Emission

Emission due to an excited state i decaying to a lower state j is called spontaneous
emission. The emission rate is proportional to ∂N/∂t = −AijN(t) where Aij is
the Einstein coefficient for spontaneous emission. This coefficient is a measure of
the probability of emission and inversely proportional to the lifetime Aij = 1/τij.
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Figure 5.2: Energy level diagram of atomic Xenon. [94]

The Einstein coefficient is particular to a transition i → j. As mentioned before,
emission occurs due to conservation of energy and the energy difference of the initial
and final states determines the wavelength.

∆E = hc

λ
(5.1)

Emission occurring at a particular wavelength is called an emission line, as it corre-
sponds to a particular ‘line’ in the spectrum. Apart from energy, angular momentum
must also be conserved. This leads to several selection rules. In general radiation
can be classified as electric (Eq) or magnetic (Mq) multipoles of order 2q. E1 is
for example electric dipole radiation. The selection rules depend on the type of
radiation and are as follows. The change in total angular momentum is constrained
by ∆J = 0,±1, ...,±q. Furthermore J : 0 ̸↔ 0 for all types of radiation and addi-
tionally for q = 1, 2, J : 0 ̸↔ 1, 1

2 ̸↔ 1
2 and for q = 2 also J : 0 ̸↔ 2, 1

2 ̸↔ 3
2 and

J : 1 ̸↔ 1. Parity is also preserved during a transitions: π(Eq) = πiπj = (−1)q and
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π(Mq) = (−1)q+1, meaning that the parity remains the same for E-even or M-odd
multipoles and changes for E-odd and M-even. Dipole transitions overwhelmingly
dominate all the radiation. Transitions that do not comply with the selection rules
for q = 1 are called ‘(dipole) forbidden transitions’. These transitions can still occur
through quadrupole or octupole radiation but this occurs at a much lower rate, of-
ten several orders of magnitude lowe. All emission lines both theoretically allowed
as well as measured, including their Einstein coefficients are also tabulated in the
NIST atomic database [93].

5.3 Plasma Spectroscopy

Spectroscopy is the study of the interaction between matter and electromagnetic
radiation as a function of the wavelength or frequency of the radiation. Since the
refraction of EM radiation is wavelength dependent, by using prisms or gratings
incident radiation can be resolved into a spectrum of wavelengths. The resulting
spectrum is a measure of the (relative) intensity per wavelength interval. In optical
emission spectroscopy of (atomic) plasmas the emission spectra is studied to infer
information about the state of the plasma, in particular the electron temperature
and particle densities. The relationship between plasma parameters and the emis-
sion spectrum however, is not straightforward and more or less elaborate models
are necessary to interpret the data.

The total radiation emitted by the plasma is the radiant flux Φ in units of Watts.
Another important quantity is the radiance L defined as the radiant flux per unit
project area per solid angle. The radiance from surface element dA at an angle θ
from the normal is given by:

Le,Ω = d2Φ
cos θdAdΩ (5.2)

Its units are W · m−2 · sr. The local emission at a position r in the plasma is
characterized by the local emission coefficient ϵ(r):

ϵ(r) = d2Φ(r)
dV dΩ (5.3)

It is the radiant intensity from a volume dV per solid angle dΩ, assuming isotropic
radiation [62]. The units are W · m−3 · sr. Spectral quantities are derivative quan-
tities and are denoted with a subscript λ (ν or ω). They are related to the total
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Figure 5.3: Measured radiation in the presence of an entrance slit. Figure from [62].

quantity as follows:

ϵ(r) =
∫ ∞

0
ϵλ(r, λ) dλ or ϵ(r, λ0,∆λ) =

∫ λ0−∆λ/2

λ0+∆λ/2
ϵλ(r, λ) dλ or (5.4)

For a spectrometer the measured radiant flux is limited by the entrance slit and
the detector [62]. As can be seen in figure 5.3 the area of the source surface Ap from
which radiation is collected is determined by the area of the detector Am.

Φ = Le,ΩApΩs = Le,ΩAp
As

s2 = Le,Ω
Am

s′2 = Le,ΩAsΩm (5.5)

The product AsΩd is called the throughput or etendúe and this is conserved. For
this reason it is possible to calibrate the spectrometer with a source with a known
radiance λ0,λ to obtain a signal S0 at the spectrometer, which can then be used to
obtain the spectral radiance Lxλ(λ) of an unknown source from the measured signal
Sx.

Lxλ(λ) = Sx

S0
L0λ(λ) (5.6)

In a plasma where the whole volume is emitting we can replace Ap with slice of
plasma of thickness ds. For an optically thin plasma, i.e. without re-absorption of
radiation, the flux is given by:

Φ =
y

ϵ(s)dAp(s) dsdΩ =
(∫

ϵ(s) ds
)
ApΩs = LAsΩm (5.7)

So the (spectral) irradiance is a line integrated measurement of the local emission
coefficient ϵ(r).

The second integral in equation 5.4 is of importance since emission at a wave-
length λ0 in reality always occurs over a small wavelength interval. This is a result
of line broadening. Line broadening can occur through various mechanisms, mainly
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natural broadening and Doppler broadening. Other broadening mechanisms ex-
ist such as pressure and Stark broadening but they are not relevant for plasmas
common in electric propulsion devices.

5.3.1 Line Broadening

Natural broadening is always present and is due to Heisenberg’s uncertainty princi-
ple; it places a limit on the accuracy with which two canonically conjugate variables
can be known. The Heisenberg’s uncertainty principle usually is invoked when talk-
ing about the position x and momentum p of a particle. However, energy E and
time t are also conjugate variables. The uncertainty principle in this case reads:

∆E∆t ≤ ℏ/2 (5.8)

Since there is an uncertainty in the lifetime of a state, there is a corresponding
finite, non-zero uncertainty in the energy and therefore in the wavelength. Please
note that this is not an uncertainty in the measurement of the wavelength that
can be improved by improving the measurement setup, but rather an inherent
uncertainty in the actual value of the wavelength. The probability distribution of
the wavelength due to natural broadening is given by a Lorentz distribution. [[62]]

LL(λ;λ0, γ) = 1
π

γ/2
(λ− λ0)2 + (γ/2)2 (5.9)

Where γ is the full-width at half-maximum (FWHM), with τi, τj the lifetimes of
states i, j.

γ = λ2
0

2πc

(
1
τi

+ 1
τj

)
(5.10)

Doppler broadening occurs due to the random thermal motion of the atoms.
The velocity of the thermal motion produces a Doppler shift in the wavelength.

λ− λ0

λ0
= v

c
(5.11)

For a given temperature the velocity of particles in a given direction, e.g. along the
line of sight of the measurement is normally distributed.

f(vx) =
√

m

2πkBT
exp

(
− mv2

x

2kBT

)
(5.12)



148 Optical Emission Spectroscopy

By subsituting (5.11) into (5.12) we find the Gaussian line profile G(λ;λ0, σ).

LG(λ;λ0, σ) = f(v)dv
dλ

=
√

mc2

2πkBT
exp

(
− mc2

2kBT

(λ− λ0)2

λ2
0

)
(5.13)

Which is another Gaussian distribution with standard deviation σ and FWHM
2
√

2 ln 2σG.

σG =
√
kBT

mc2 λ0 (5.14)

Usually both mechanisms are present and the resulting line shape is a Voigt
profile.

LV (λ;λ0, σ, γ) =
∫ ∞

−∞
LG(λ′ − λ0)LL(λ− λ′)dλ′ = 1

σ
√

2π
V (x, a) (5.15)

Where V (x, a) is the Voigt function:

V (x, a) = a

π

∫ ∞

−∞

e−t2

a2 + (x− t)2dt (5.16)

With:
x = λ− λ0√

2σG

, a = γ

2
√

2σG

(5.17)

Line broadening is relevant for optical emission spectroscopy because it implies that
the emission due to a given transmission is spread out over a part of the spectrum.
In practice it is therefore not sufficient to obtain the intensity at a given wavelength
but rather one has to integrate the area under the line shape function as we will
see shortly. It also implies difficulties in processing emission lines of which the line
shape functions overlap.

5.4 Collisional-Radiative Models

In an optically thin plasma the total emitted power [W· m−3· sr−1] for a given
transition i → j is given by:

Iij(r) = hc

4πλij

Aijni(r) (5.18)

The wavelength λij and the Einstein coefficient Aij are constants particular to
the transition i → j. The emission is then linearly dependent on the population
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density of state i. Note that this is the local density at a position r in the plasma.
To obtain any physical quantity of interest from an emission spectrum a model is
needed to relate the quantity of interest to the population density of the excited
states. Such a model is called a collisional-radiative model.

The population and depopulation of excited states are effectuated by a great
variety of collisional and radiative processes and for a given equilibrium result in
a distribution population densities. Which processes are relevant depends on the
local plasma conditions. Collisional processes can be due to impact by an electron
or by an ion, respectively referred to as an electron-impact or an ion-impact colli-
sion. Collisional processes can be further divided into excitation, de-excitation and
ionization. Radiative processes can be broken down into spontaneous emission and
(re-)absorption. An extensive list of processes follows below. The asterisks denote
an excited state.

i. electron-impact excitation and de-excitation

e− + Xe ↔ Xe∗ + e− (5.19)

e− + Xe∗ ↔ Xe∗∗ + e− (5.20)

e− + Xe+ ↔ Xe+∗ + e− (5.21)

e− + Xe+∗ ↔ Xe+∗∗ + e− (5.22)

ii. ion-impact excitation

Xe+ + Xe → Xe+∗ + Xe∗ (5.23)

Xe2+ + Xe → Xe2+∗ + Xe∗ (5.24)

iii. electron-impact ionization

e− + Xe → Xe+∗ + 2e− (5.25)

e− + Xe∗ → Xe2+∗ + 2e− (5.26)

e− + Xe+ → Xe2+∗ + 2e− (5.27)

iv. ion-impact ionization

Xe+ + Xe → Xe+∗ + Xe+∗ + e− (5.28)

Xe2+ + Xe → Xe2+∗ + Xe+∗ + e− (5.29)
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v. spontaneous emission and self-absorption

Xe ↔ Xe∗ + hν (5.30)

Xe∗ ↔ Xe∗∗ + hν (5.31)

Xe+ ↔ Xe+∗ + hν (5.32)

Xe+∗ ↔ Xe+∗∗ + hν (5.33)

(5.34)

A full CR-model results in a coupled system of equations that have to be solved
simultaneously; it also requires a great many excitation cross sections some of which
are not readily available. Multiple Xenon CR-models for the application of electric
propulsion and Hall-thrusters in particular have been developed over the last two
decade, mainly differing in the theoretical excitation cross sections used. Zhu et
al. [157] use cross sections from [141] obtained with the Dirac B-spline R-matrix
(BSR) method, Priti et al. [43] use fine-structure resolved cross sections obtained
with the relativistic distorted wave (RDW) method, Yang et al. [146] uses the
cross sections developed by the Los Alamos National Laboratory (LANL) (but for
which no reference could be found) and Chaplin et al. [26][61] use the same cross
sections as Zhu et al. However, simpler CR-models are possible, such as those of
Karabadzhak et al. [58] who focuses on near-infrared (NIR) emission of Xenon I
and uses experimentally obtained optical cross sections from Chiu et al. [32]. This
work was continued by Dressler et al. [37] in 2009, who included a proper treatment
of excitation from the meta-stable levels.

5.4.1 Excitation Cross sections

The concept of collision cross sections comes from the treatment of hard-sphere
collisions. To calculate the collision frequency ν of a sphere of radius r traveling
with a velocity v through a medium with density n, note that the sphere traces a
tube with a cross section σ = π(2r)2 and it follows that ν = σnv. The collision
frequency of a population particles with density n1 colliding with a population of
particles of density n2 is just ν = σn1n2v where now σ = π(r1 + r2)2 and v is the
relative velocity.

However, collisions of atomic and sub-atomic particles the collision cross section
is no longer constant but rather a function of the velocity σ(v). For collisions of
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electrons with atoms, the former is generally much faster and the the latter can
be regarded stationary with respect to the former. The relative velocity is then
approximately equal to the velocity of the electrons. However, a population of
electrons does not have a mono-disperse velocity but rather follow a distribution,
most often a Maxwell-Boltzmann distribution.

f(v) =
(

m

2πkBT

)3/2
exp

(
− mv2

2kBT

)
(5.35)

f(E) = 2
√

E
π

( 1
kBT

)3/2
exp

(
− E
kBT

)
(5.36)

Instead of a single cross section one can speak of a velocity averaged cross section
⟨σ(v)v⟩. Generally it is easier to work in terms of energy, and the most useful
quantity to work with is the excitation rate coefficient k (in m6 · s−1) such that
ν = nnnek. The equation for the rate coefficient of an electron impact collision
with cross section σ(Ee) (and assuming a Maxwellian distribution) is then:

k(Te) =
√

2
πme(kBTe)3

∫ ∞

0
2Ee exp

(
− Ee

kBTe

)
σ(Ee)dEe (5.37)

In the literature four main types of electron excitation cross sections can be found
[15]: apparent cross sections, optical emission cross sections, direct cross sections
and cascade cross sections. Consider an atom initially in level j that gets excited
into level i and then decays to level k. The optical emission cross section is directly
related to the photon flux emerging from the radiative transition i → j. The
apparent cross section is the sum of all optical emission cross sections over a all
decay channels of level i i.e. not just to k but also to other levels k′. It is thus
related to the apparent rate at which level i is populated. The direct cross section
is the cross section for the transition j → i. The difference with the apparent
cross section is that the latter also includes the contribution of excitation of level
i into higher levels n > i that then decay to level i, also referred to as cascades.
The cascade cross section is then the difference between the apparent and the direct
cross section. The relationship between all cross sections can be described as follows
[14]:

σdir
i = σapp

i − σcasc
i =

∑
j<i

σopt
ij −

∑
k>i

σopt
ki (5.38)

The relationship between the apparent and optical emission cross sections is given
by:

σopt = Γijσ
app
i (5.39)
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Where Γij is the branching ratio, the ratio of the Einstein coefficient of transition
i → j to the sum of all Einstein coefficients out of the level i

Γij = Aij∑
l<i Ail

(5.40)

When using cross sections from the literature it is important to note which type
of cross sections are being reported. Chiu et al. for example have measured optical
cross sections, while Wang et al. [141] have calculated direct cross sections and in
[57] and [56] apparent cross sections are reported. Different cross sections can be
combined if the proper relationships between them are taken into account, e.g. by
scaling with the branching ratio.

Apart from electron impact excitation, ion impact excitation also can play a
role. Generally in electric propulsion devices ions can be considered mono-energetic,
which simplifies the calculation of the rate coefficient since now f(Ei) = 1. The
ion energy however should be known for this to work. In Hall-effect thrusters for
example it is generally the electrostatic energy due to the anode voltage V . Note
that the energy is different for different charge states z = +1,+2, ....

kz(V ) = σz(zeV )
√

2zeV
mi

(5.41)

5.4.2 Xenon Excited States and NIR emission lines

Quite a few different excited states are considered and mentioned throughout this
thesis, although a schematic overview can be found in Figure 5.2 we will list all
relevant states in both Racah and Paschen notation in Table 5.1. Please note that
we used the short form of the Racah notation. For example 6p[5

2 ]3 in full would be
5p5(2P ◦

3/2)6p with term 2[5
2 ] and J = 3. Note that the prime in for example 6s′ [3

2 ]1
denotes that the parent ion is (2P ◦

1/2) while al states without the prime have parent
ion (2P ◦

3/2).
There are 11 NIR emission lines originating from the Xe I 2p levels that are

considered in this work. All emission lines emanating from the 2p levels are sum-
marized in Table 5.2 specifying also the upper and lower level of the corresponding
transition and the Einstein coefficient, the NIR lines used in this work are in bold.
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Table 5.1: Energy levels of Xe I in Racah and Paschen notation.

Racah Paschen E (eV) Racah Paschen E (eV)

5p6 1s0 0.000 7p[1
2 ]1 3p10 10.902

6s[3
2 ]2 1s5 8.315 7p[5

2 ]2 3p9 10.954
6s[3

2 ]1 1s4 8.437 7p[5
2 ]3 3p8 10.969

6s′ [1
2 ]0 1s3 9.447 7p[3

2 ]1 3p7 11.003
6s′ [1

2 ]1 1s2 9.570 7p[3
2 ]2 3p6 10.996

7p[1
2 ]0 3p5 11.015

6p[1
2 ]1 2p10 9.580 5d[1

2 ]0 3d12 9.890
6p[5

2 ]2 2p9 9.686 5d[1
2 ]1 3d11 9.917

6p[5
2 ]3 2p8 9.721 5d[7

2 ]4 3d10 9.943
6p[3

2 ]1 2p7 9.789 5d[7
2 ]3 3d9 10.039

6p[3
2 ]2 2p6 9.821 5d[3

2 ]2 3d8 9.959
6p[1

2 ]0 2p5 9.933 5d[3
2 ]1 3d7 10.401

6p′ [3
2 ]1 2p4 10.958 5d[5

2 ]2 3d6 10.158
6p′ [3

2 ]2 2p3 11.055 5d[5
2 ]3 3d5 10.220

6p′ [1
2 ]1 2p2 11.069 5d′ [5

2 ]2 3d4 11.301
6p′ [1

2 ]0 2p1 11.141 5d′ [5
2 ]3 3d3 11.375

5d′ [3
2 ]2 3d2 11.338

5d′ [3
2 ]1 3d1 11.607

5.5 Karabadzhak-Chiu-Dressler Model

The collisional radiative model by Karabadzhak et al. [58] referenced earlier
is relatively simple and easier to use than the more extensive CR-models of
[157][146][61][43]. Furthermore it relies mainly on optical emission cross sections
which are more accurate than the theoretically obtained direct cross sections. Us-
ing optical emission cross sections also greatly reduces the number of equations to
be considered. A drawback of this particular model is that it only considers Xe I
emission lines in the NIR region, although this is sufficient to obtain the electron
temperature. Dressler et al. [37] expanded on the KCD model by more accurately
accounting for excitation from the metastable states which has a significant contri-
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bution due to the lower threshold energy. In their work they found that the most
accurate model was obtained by using a combination of cross sections obtained by
BSR and RDW methods, supplemented by experimentally obtained cross sections
[56][57] when available. Because of its simplicity this model was selected to inter-
pret optical emission spectra obtained from the Helicon Plasma thruster. In this
section we outline the model.

5.5.1 Model Assumptions

Any model always rests on certain assumptions. The model validity rest in part on
the validity of the assumptions. The KCD model is a simplified CR-model that is
also referred to as a Corona model. The main assumption here is that population
happens solely by collisions and depopulation happens by radiation only, which
is the case as long as the spontaneous emission probability is much larger than
the collisional quenching frequency: ∑j Aij ≫ νdex

i . The de-excitation rates can
be obtained from the excitation rates using the principle of detailed balance [62,
p. 117]. For de-excitation from a higher level i to a lower level j

kdex
ij (Te) = kex

ji (Te)
g(j)
g(i) exp

(
Ei − Ej

kBTe

)
(5.42)

However the dominant depopulation collisions for the 5p56p levels would be to the
more nearby 5p57s and 5p55d levels; since the energy difference is smaller the rate
coefficients are larger. Although detailed cross sections are not available (neither
for population or depopulation) Karabadzhak [58] estimates them to be of the
order of 10−19 − 10−18 m2 using a generalized Born approximation. Assuming a
σ independent of the energy and of the order aforementioned, we can estimate
νdex

i using (5.37) which for an electron density ne < 1018 m−3 and an electron
temperature Te < 20 eV results in: Ai ≫ 3·106 s. Note that these plasma conditions
(ne, Te) are quite extreme and in most cases will be below these values [90]. In any
case, all 2p levels have at least one emission line with a probability of one order of
magnitude higher, meaning the assumption is valid even in the most extreme case.

Dressler makes two additional assumptions regarding the metastable balance
equation [37]: (1) that the diffusion loss of the metastables can be neglected and
(2) that the 1s5 level is the only level to affect the spectrum. Assumption (1) is
justified by Karabadazhak et al. [58] by assuming that the diffusion frequency of the
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metastables is negligible compared to the collision loss frequency, i.e. νdm ≪ νcm.
To estimate νdm Karabadzhak et al. use νdm = vm/R where vm is the thermal
velocity of the metastables and R the radius of the plasma. On the other hand νcm

is estimated from cross-sections of Jung et al. [56] and the Born approximation.
Although the values are not made explicit it is stated that for both the conditions
in the discharge (>3 eV, >1017 m−3) and the plume (>1.8 eV, >1016 m−3) the
condition holds. Dressler et al. merely refers to Karabadzhak et al. for justification
of this assumption. We repeat this exercise here for conditions expected in the
HPT. The collisional loss frequency we obtain from the sum of all collisional loss
channels of the 1s5 level, i.e. everything inside the parentheses on the RHS of
Equation 5.46 multiplied by the electron density ne = 1017 − 1018 m−3 [90]. The
rate coefficient of the sum of all loss channels is 2 − 7 · 10−13 m3· s−1. Therefore
we estimate that 104 < νcm < 106 s−1. Estimating the diffusion loss frequency
is slightly trickier. Karabadzhak’s approximation of νdm is valid for low neutral
densities (1018 m−3, [19]), typical in Hall-effect thrusters, however the diffusion
loss frequency in a cylindrical discharge is more accurately represented by [157][68,
p.134,314]:

ν−1
dm =

[
Dm

(
χ0

R

)2
]−1

+
[
um

R

]−1
(5.43)

The first term on the RHS is the diffusion loss time and the second term is
the wall loss time. For the velocity of the metastables we take the thermal velocity
assuming a temperature of 600K which results in a velocity of about 300 m·s−1.
The plasma radius near the exit of the HPT is about 15 mm. The wall loss rate
is about 2·104 s−1. In the second term we have the diffusion coefficient Dm and
χ0 = 2.405 the first zero of the zeroth order Bessel function. The diffusion constant
can be obtained from Smirnov [117, p.113] which for Xe(3P2) is D0 = 2.4 · 10−6 m2·
s−1. However this value is valid for the standard normal density n0 = 2.687 · 1025

m−3 and room temperature, 300K and therefore needs to be scaled according to:

D(n, T ) = D0

(
n0

n

)(
T

300K

)1.5
(5.44)

We estimate a neutral density near the exit of about 1021 m−3 (10 Pa at 600K) and
a temperature of 600K which yields Dm = 0.152 m2·s−1. With this value the first
term on the RHS is about 4·103 s−1. The total diffusion loss rate is then about 3·103

s−1. Even is the neutral density is an order of magnitude lower the diffusion loss rate
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is at most 104 s−1. The conclusion that νdm ≪ νcm cannot be made unequivocally
as it depends on the plasma conditions. If the electron density near the exit plane
of the thruster indeed is 1018 m−3 then the condition holds, however if it is closer
to 1017 m−3 whether the condition is met then depends on the neutral density.

Assumption (2) is justified by Dressler et al. on the basis that the other
metastable level 1s3 is populated by optically weak transitions from the 2p2 and
2p4 levels. The optical emission cross sections from the ground state to 2p2, 2p4

and subsequent decay to the 1s3 level are about an order of magnitude smaller
than those populating the 1s5 level [41]. The population density of the 1s3 level
can therefore be assumed to be an order of magnitude smaller than that of the 1s5

level and thus neglected. The results from Zhu et al.in particular Figure 12 of [157]
confirm this.

5.5.2 Model Equations

The excitation rate in W· m−3· sr−1 for an emission line with wavelength λ can be
given by [58]:

Jλ(XeI) = hc

4πλnnne

(
kλ

e0 + nm

nn

kλ
em + αkλ

1 + 1 − α

2 kλ
2

)
(5.45)

Here h is Planck’s constant, c the speed of light and nn, ne, nm are the ground
state, electron and metastable densities. Furthermore kλ

e0 is the rate coefficient
for the optical emission due to electron impact of the ground state and kλ

em for
impact from the metastable states. Lastly kλ

1 ,kλ
2 are rate coefficients of ion impact

excitation and α = n1/ne is the ratio of singly ionized ions to the total density of
ions; note that ne = n1 + 2n2 because of quasi-neutrality. Such a simple model is
principally possible because of the Corona model assumptions and the use of optical
emission cross sections.

The difficulty of this model lies mostly in determining the metastable density
which is not a priori known. Of course one could measure this using tunable laser
absorption spectrometry (TDLAS) but this would defy the simplicity of using opti-
cal emission spectroscopy. Due to a lack of cross sections from the metastable levels
Karabadzhak made some approximations, mainly by assuming that the metastable
levels were predominantly populated by cascades from the 6p levels as well as by
assuming that the rate coefficients were kem ∝ (2J+1)Γλ with J the total quantum
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number and Γλ the branching ratio for the line λ. However due to the availability
of new cross sections Dressler [37] used a more accurate balance equation to obtain
the metastable fraction. The metastable state is mainly populated through two
channels: direct excitation from the ground state and cascades from the 2p levels
which were themselves excited from the ground state (sum over i in Equation 5.46).
The loss channels on the other hand are: excitation to the 2p levels followed by
radiative decay to levels coupled to the ground state (sum over j), excitation to
higher levels that have negligible re-population rates to the 1s5 level (sum over k),
and ionization. The balance equation reads [37]:

nnne

(
k0m +

∑
i

{
ki

e0 + αki
1 + 1 − α

2 ki
2

})
= nmne

∑
j

Γjk
j
2pm +

∑
k

kk
dm + kion


(5.46)

In [37] Dressler et al. define Γj as the branching ratio of emission to the 1s4

level only, most likely because in the preceding work of Karabadhzak et al. [58]
they only considered the transitions to the 2p10 − 2p6 levels which decay to either
the 1s5 or the 1s4 level. However since we are including all the 2p levels we define
Γj = 1 − Γ1s5 where Γ1s5 is the branching ratio of the transition 2pj → 1s5 [16, eq.
28]. Karabadzhak et al. and presumably Dressler et al. used the emission cross
section from Fons and Lin [41] to derive the branching ratios. We instead have used
the Einstein coefficients found in the NIST atomic spectra database [93] to calculate
the branching ratios according to Equation 5.40 which yields the following table:

This equation can then be solved for nm/nn:

nm

nn

=
(
k0m +

∑
i

{
ki

e0 + αki
1 + 1 − α

2 ki
2

})
×

∑
j

Γjk
j
2pm +

∑
k

kk
dm + kion

−1

(5.47)

5.6 Cross Section Set

The success of a CR model rests in large part on the accuracy of the cross-sections
used. Generally experimentally cross sections are more practical for diagnostic
applications since the apparent and optical cross sections already include all the
cascade contributions[14]. To manually account for these using direct cross sections
one would have to include the cross sections to a given level as well as all the cross
sections to higher levels that decay into it as well as the corresponding branching
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ratios. Theoretical calculations generally produce direct cross sections only, while
experimental techniques can produce apparent, optical emission and in some cases
even direct cross sections.

The KCD model relies primarily on a set of optical emission cross sections
for electron impact excitation of NIR and VIS lines of primarily Xe(I) as well as
some Xe(II) lines, obtained from an accompanying paper[32]. Cross sections were
obtained from beam luminescence measurements using electron beams of energies
up to 70 eV Optical emission cross sections for ion impact excitation by Xe+,Xe2+

(at 300 eV) of the same lines were also measured. Karabhadzak[58] extended these
cross sections with the results from Fons and Lin [41] for E >70 eV to be able to
handle electron temperatures over 20 eV. For this thesis we received cross sections
used in [37] directly from Dr. Dressler. These cross sections were zero-pressure
adjusted and included the extension up to 150 eV as well as data for three additional
NIR lines (841.0 nm, 895.0 nm, 992.3 nm) not reported in either [32][58][37].

Although Chiu[32] presents ion impact cross sections for 300 eV, Sommerville
et al. [118] have measured cross sections with 100< E <900 eV for Xe+ and
200< E <1800 for Xe2+ impact excitation for the same lines as reported as in [32]
plus the 3 additional NIR lines mentioned before. The cross sections used in the
calculation of the metastable fraction[37] are a more complicated mix. Dressler et al.
uses theoretical cross-sections obtained with BSR calculations from Allan et al.[6]
for energies up to 72 eV and extends these with results from RDW calculations
by Srivastava et al.[119] and Sharma et al.[111]. For the 1s5 → 2p transitions
he replaces the BSR cross sections with experimental cross sections from Jung et
al.[56]. The ’higher’ levels (the sum over k in 5.46) considered by Dressler are the
other 1s, 3p and 3d levels. For ionization of the metastable level he uses the cross
sections of Ton-That and Flannery[134].

For this thesis we largely used the same cross-sections although we use more
recent BSR calculations[149] from the same research group as [6], which can also be
found on the LXCat database[102]. The RDW calculations of both [119] and [111]
are available in a newer paper by Priti et al.[43] in parameterized form. Lastly, we
also replace BSR cross sections by experimental cross sections from Jung et al.[57]
for the 1s5 → 3p transitions.
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Figure 5.4: Optical emission cross section (in 10−18 cm2) for NIR emission lines due
to electron impact excitation of the Xe(I) 2p levels, corresponding to data in Table C.1.
All curves of the same color originate from the same upper level.

5.6.1 Emission Cross Sections for Xe(I) NIR Lines

The emission cross sections for NIR emission from the 2p levels of Xe(I) where
obtained were provided to us by Dr. Dressler and are pressure scaled emission cross
sections from [32] extended with RDW calculations from [41] and include data for
three additional lines not reported before. The data can be found in table C.1 below
and is visualized in figure 5.4. Optical emission cross-sections for the same lines
due to ion impact excitation are obtained from [118] and are tabulated in Table
Table C.2 and Table C.3.

5.6.2 B-Spline R-Matrix Direct Cross Sections

Direct cross-sections obtained using a B-Spline R-matrix calculations, obtained from
the work of Zatsarinny and Bartschat [149] were used when not experimental cross-
sections were available. Cross-section data was obtained directly from Dr. Zat-
sarinny (although some cross-sections are available on LXCat [102]) for the following
transitions 1s0 → 1s5; 1s5 → 1si, i = 2, 3, 4; 1s5 → 2p; 1s5 → 3p and 1s5 → 3d.
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Figure 5.5: Optical emission cross section (in 10−18 cm2) for NIR emission lines due to
ion impact excitation by Xe+ of the Xe(I) 2p levels, corresponding to data in Table C.1
in section C.2.

Figure 5.6: Optical emission cross section (in 10−18 cm2) for NIR emission lines due to
ion impact excitation by Xe+2 of the Xe(I) 2p levels , corresponding to data in Table C.1
in section C.2.
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The BSR cross-section comes in the following format: two columns, electron
energy E in electron-Volt and cross section σ(E) as a multiple of the Bohr radius
a0 squared (a2

0 = 0.28 ·10−16 cm2). The electron energy is always given with respect
to the ground state, for cross-sections from the 1s5 level therefore its energy (8.315
eV) is subtracted. The column with the cross section values is multiplied with a2

0.
All cross sections are tabulated in Table C.1 to C.16 in appendix C.2. Plots of the
cross sections can be found below.

5.6.3 Relativistic Distorted Wave Cross Sections

Similar to Dressler et al. we’ve used RDW values to extend the BSR cross-sections
to higher energies. However as mentioned before we used a more recent work from
the same author. Srivastava et al. [43],[44] present their calculated cross sections
in the form of two fitting formulas and and a table of fitting coefficient which we
have reproduced below. The formulas are:

σ(E) = b0Eb1a2
0 (5.48)

σ(E) =
∑N

n=0 bnEn

c0 + c1E + c2E2a
2
0 (5.49)

Where a0 again is the Bohr radius and E is scaled by two times the Rydberg energy
(2 Ry = 27.211 eV). Practically all fits use equation 5.49 except for some range of the
transition 1s0 → 2p4 and 1s0 → 2p7 as marked with a † in Table C.4 in section C.2.
However we found that there were errors in several of the fitting constants and
were not able to reproduce the cross-sections as shown in the corresponding articles
[43][44]. Instead the original RDW cross-sections were provided to us by the authors
and are plotted below.

5.6.4 Experimental Apparent Cross Sections

Experimental cross sections of electron impact excitation of Xenon, both from the
ground state and from the metastable states to the 2p and 3p manifolds have been
measured by the Atomic Collisions group of Prof. Lin at the university of Wisconsin,
including work mainly carried out by Jung et al. [41][56][57]. All measurement data
can be found at the website of the research group [94]. The data for transitions from
the 1s5 level to the 2p and 3p manifolds, can be found in tabled form in Table C.14
and Table C.15 in section C.2 and in graphical form below.
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Figure 5.7: BSR direct cross sections (in 10−16 cm2) for excitation from 1s5 to the
2p10 − 2p6 levels. Corresponding to data in Table C.8

Figure 5.8: BSR direct cross sections (in 10−16 cm2) for excitation from 1s5 to the
2p5 − 2p1 levels. Corresponding to data in Table C.9
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Figure 5.9: BSR direct cross sections (in 10−16 cm2) for excitation from 1s5 to the
other 1s levels. Corresponding to data in Table C.13

Figure 5.10: BSR direct cross sections (in 10−16 cm2) for excitation from 1s5 to the
3p levels. Corresponding to data in Table C.10



164 Optical Emission Spectroscopy

Figure 5.11: BSR direct cross sections (in 10−16 cm2) for excitation from 1s5 to the
3d6 − 3d′

1 levels. Corresponding to data in Table C.11

Figure 5.12: BSR direct cross sections (in 10−16 cm2) for excitation from 1s5 to the
3d2 − 3s′

1 levels. Corresponding to data in Table C.12
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Figure 5.13: Relativistic Distorted Wave cross sections for the 1s5 → 2p transitions,
corresponding to data in Table C.6 and C.7 in section C.2. Data from [43]

5.6.5 Ionization Cross Section

One of the loss channels for the 1s5 level is ionization. Dressler et al. use the cross
sections from Ton-That and Flannery [133] who use the Born approximation and
the binary encounter method. Dressler’s argument for choosing this cross section
was that is had the intermediate values of three sets of cross sections available to
them. We use the same cross section in thesis for the same reason as well for the fact
that it was available in digital form on LXCat [102]. Although this data set refers
to the paper of Meunier et al. [87], in this paper it is specified that the ionization
cross section from the 1s5 of Xenon is in fact that of Ton-That and Flannery. The
cross section is plotted in Figure 5.16.

5.6.6 Processed Cross Sections

To be able to facilitate easy use of the cross-section data in the model all cross
section data from the 1s5 level is interpolated to the same (semi-)regular grid of
491 points: 0 to 1 eV with 0.1 eV spacing, 1 to 3 eV with 0.01 eV spacing and 3
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Figure 5.14: Experimental apparent cross sections for the 1s5 → 2p transitions, corre-
sponding to data in Table C.14 in section C.2. Data from [56].

Figure 5.15: Experimental apparent cross sections for the 1s5 → 3p transitions, corre-
sponding to data in Table Table C.15 in section C.2. Data from [57].
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Figure 5.16: Ionization cross section of the 1s5 level.

to 10 eV with 0.1 eV spacing and 10 to 200 eV with 1 eV spacing. This grid was
chosen to have sufficient resolution in the threshold region (1-3 eV) while reducing
the amount of points in the high energy region >10 eV where the cross sections
vary less with energy.

For the 1s5 → 2p cross sections the BSR values where used as a baseline and
replaced with Jung’s cross sections where available. Jung’s cross sections have non-
zero values below the threshold energy which is non-physical therefore we forced the
cross sections to zero below the threshold energy. We extended the cross sections
with the RDW values for energies over 70 eV. For the 1s5 → 3p cross sections we
use the values from Jung extended with RDW values, except for 3p10 where Jung
does not provide any data. For both 2p and 3p to achieve a smooth extension the
RDW data is scaled with a constant to ensure the BSR/Jung value and the RDW
values are equal at the merging point (around 70 eV when using BSR data and
around 10 eV for Jung’s data). For the 1s5 → 3d and 1s5 → 1s cross sections
we use the BSR data. In for transitions to the 1s manifold we extend these with
RDW data, but for transitions to the 3d manifold these are not available. Instead
we adopted an approach similar to [111] and fitted the BSR curves from 30-70 eV
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with the Born-Bethe approximation (see Equation 5.50to extend the cross section
to 200 eV.

QBB(E) = 1
E

[c0 + c1 ln (E)] a2
0 (5.50)

All cross-sections are plotted in the figures below. The cross sections for the
1s5 → 3p and 1s5 → 3d transitions have been summed into one and are plotted
in Figure 5.17 together with the 1s5 → 1s cross sections and the ionization cross-
section as a for a comparison of the loss channels of the metastable level. For
comparison we also show the same plot from [37].

Figure 5.17: Comparison of cross sections for 1s5 loss channels.

5.7 MATLAB Code of KCD Model

KCD model is code in MATLAB script to allow for fast and efficient processing of
obtained spectra. The code can be found verbatim in appendix C.1. Here we will
give a functional description of the code. The code consists of 5 sections and uses
two functions.
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Figure 5.18: Comparison of cross sections for 1s5 loss channels. From [37]

Constants and Variables

The first section is called Constants and Variables and is used to declare two global
variables V,M (V,M) the acceleration voltage and the ion mass (131 Da in the case
of xenon) and one local variable: α (alpha), the fraction of singly charged ions. In
this section also the experimental data to be processed is loaded.

Load Cross Sections

In the second section all the relevant cross sections are loaded using the load func-
tion. In total nine different cross sections sets are loaded. All cross sections were
processed as mentioned in the previous section, interpolated on the same grid and
stored in MATLAB tables. The branching ratio for 2p → 1s4 transitions for each 2p
level (Xe_2p_gamma) is also loaded. And furthermore we define a vector of electron
temperatures: T = [1:0.01:30]. All cross section sets as they appear in the code
are listed in Table 5.4.
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Rate Coefficients

In this section the rate coefficients are calculated for all values of Te. This is done in
a for loop over T while calling the function ratecoef. The function ratecoef does
no more than calculate the cross section weighted first moment of the (Maxwellian)
velocity distribution according to Equation 5.37 using the trapz function. The rate
coefficients for ion impact excitation are calculated using the ionimpact function
which interpolates the corresponding cross section to the value of V and calculates
the rate coefficient according to Equation 5.41. This leads to the following list of
rate coefficients, in vector or table format. All rate coefficients as they appear in
the code are listed in Table 5.4.

Calculate Metastable Fraction

In this section of the code the metastable 1s5 fraction Nm as function of the electron
temperature is calculated. This is done by solving Equation 5.47. The numerator
consists of k0m and the subset of NIR lines with 1s5 as the lower level of ke0,k1,k2,
while the denominator consists of k2pm,k1s,k3p,k3d,kion. Note that k2pm is
multiplied by the branching ratio of emission to states that are not coupled to the
1s5 state, i.e. 1 − Γ(1s5). This can be calculated from the values in table 5.3.

Calculate Line Intensity

Having calculated the metastable fraction as a function of temperature we can now
calculate the line intensity of each of the NIR lines as a function of temperature
by solving Equation 5.45. Since the electron and neutral density are not known a
priori we assume 1018 m−3 and 1021 m−3 respectively, mainly to offset the value of
h which is of the order of O(10−34). For the calculation of the electron temperature
only the relative line intensities matter and the values for nn, ne cancel out anyway.
To facilitate calculations even more each of the line intensities is normalized to the
sum of all intensities.

Estimate Electron Temperature

In this last section the calculated line intensities as a function of temperature are
used to estimate the electron temperature from a set of measured line intensities.
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Firstly the measured line intensities are normalized to their sum and then the χ2 is
calculated according to:

χ2(Te) =
∑

λ

(
Jλ(Te) − Jλ,exp

Jλ,exp

)2

(5.51)

The χ2 is a measure of the relative mean squared error as a function of electron
temperature. The electron temperature for which χ2 reaches a minimum the cal-
culated line intensities best match the measured line intensities and it is assumed
that this electron temperature is a good approximation of the actual value.

Apart from the electron temperature there is another variable, the singly charged
ion fraction α. Currently this value is estimated and the calculation can be repeated
for different α. However it is not difficult to extend the code to instead calculate a
surface χ2(Te, α) and find a minimum. However the current application of the code
is to Helicon Plasma Thrusters where the ion energy near the throat is of the order
of the electron temperature (i.e. Ei ≪ 100 eV) and the ion impact processes are
not significant. In general for processing HPT spectra we set V = 0 to make sure
k1,k2 are zero and therefore the value of α is irrelevant.

5.8 Methodology

5.8.1 Experimental Setup

The diagnostic setup in this work is based on an OceanOptics HR4000 spectrometer
which has a spectral range of 200-1100 nm and a resolution of < 1.0 nm FWHM
(full-width at half maximum). An optical fiber was outfitted with a custom 3D
printed collimator (2 mm inner diameter and 100 mm length, i.e. a bit over 1◦

collection angle). The collimator was parallel to the exit plane of the thruster
and aligned with the center of the plasma column; the other side of the fiber was
connected to the spectrometer (via a vacuum feedthrough). A second fiber was
mounted on the translation staged (see section 3.6) and aligned with the axial axis
of the thruster. The spectrometer was connected to a laptop via USB and operated
with the accompanying OceanView software. A schematic of the complete setup
can be seen in figure 5.19.

Spectra were obtained with an integration time of 500 ms and averaged over
10 measurements. Care was taken to prevent saturation of the CCD chip. Pre-
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Figure 5.19: Spectrometry setup for the HPTx prototype at the EP2 vacuum facility.

ceding every series of measurements the spectrometer was configured to subtract
a background spectrum and correct the sensitivity with a calibration curve. This
calibration was obtained by comparing the measured spectra of a halogen and a deu-
terium lamp from an Ocean Optics DH-2000-CAL calibration with its documented
irradiance. All spectra were processed using MATLAB.

5.8.2 Xenon Emission Spectrum

The emission spectrum obtained from the HPT running with Xenon (450W, 10
sccm, 0.2T) can be seen in Figure 5.20 which is a close up of the NIR region of 750−
1000 nm and Figure 5.21 which is a close-up of the violet-blue-green region of 400−
650 nm. In both cases prominent peaks have been marked with the corresponding
wavelength. In case of the NIR region particularly the 11 lines used for diagnostic
purposes have been marked. The lines marked in the blue region are not used in
the KCD model, but it is notable to point out that they all come from transitions
of Xe II, i.e. from ions. Although the magnitude of the emission lines are a factor
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Figure 5.20: Example spectrum of Xenon in NIR region 750-1000 nm.

5 or so lower than in the NIR region, this still points to a sizeable fraction of ions.

5.8.3 Extracting Line Emission Values

Line emission theoretically occurs at a specific wavelength. However, due to differ-
ent broadening mechanisms, emission lines actually occupy a range of wavelengths.
Apart from the broadening mechanisms described in section 5.3.1 significant broad-
ening is due to the instrument, something referred to as instrument broadening and
this is mainly due to the finite resolution of the spectrometer as well as the grating
and entrance slits. The broadening is apparent in figure 5.20 and is overwhelm-
ingly due to instrument broadening. Fitting a Gaussian to for example the 882 nm
line, results in a standard deviation of about σ = 0.35 which according to equation
5.14 would imply a neutral temperature of 2.1 · 108 K which is clearly non-physical.
Furthermore the measured standard deviation corresponds to a FWHM of 0.82 nm
which corresponds to actual measurements of the instrument broadening of the
same spectrometer as reported in [88].

To extract the value of the line emission one of several approaches can be used.
One can simply take the value corresponding to the maximum of the emission peak,
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Figure 5.21: Example spectrum of Xenon in visible region 400-650 nm.

integrate the spectral peak around the emission line, one can fit the peaks with a
Gaussian or Voigt profile and obtain the amplitude or one can use a technique from
compressed sensing called a super-resolution algorithm [54].

The first approach is the most simple and can be achieved by using a simple
trapezoidal numerical integration scheme on the spectral data. The main disadvan-
tage is in the case of two emission lines that are too close to properly resolve and
one can only obtain the cumulative line emission of the two.

The second approach is slightly more involved but can be used even for relatively
closely spaced lines in which case on simply fits two profiles to the wavelength
interval of the corresponding peaks. We found that although the Gaussian profile
is a decent fit, particularly for the upper part of the peaks, it does not capture
very well the wider tails of the emission peaks. Instead it was found that a Voigt
profile is a better fit. Although Voigt profiles are a convolution of a Gaussian and
a Lorentzian profile and therefore don’t provide a straightforward fitting function
there is an approximation given by [36].

V (x) = (1 − µ)G(x, σ) + µL(x, γ) (5.52)

Even though the Gaussian and Lorentzian functions G(x) and L(x) in the above
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Figure 5.22: Example of empirical Voigt fit to spectral data in 810-850 nm range.

equation are not the same as those whose convolution would produce the same
Voigt profile, this is not a problem as we are not interested in these real profiles,
but rather in an empirical fit to extract the amplitude. The fitting function that
we use is:

Vfit(λ) = A

(
1 − µ

σG

√
2π

exp
[
−(λ− λ0)2

2σ2
G

]
+ µ

πγ

[
γ2

(λ− λ0)2 + γ2

])
(5.53)

The resulting fit matches very well the data, as can be glimpsed from the example
shown in Figure 5.22.

The third and last approach is the most complicated but also the most interest-
ing. The theory of super-resolution (SR) algorithms is as follows. Assume we have
a measured spectrum y(λ) which is the result of acquiring the ‘real’ spectrum x(λ)
with an instrument function H(λ). The relation between y and x is then given by:

y(λ) =
∫ ∞

0
H(λ− s)x(s)ds+ w(λ) (5.54)

where s is an integration constant and w(λ) is an arbitrary stochastic or deter-
ministic noise term that conforms to:

∥w(λ)∥1 =
∫ ∞

0
|w(λ)| dλ < ϵ (5.55)
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Here ∥w(λ)∥1 is the continuum version of the vector norm. Taking the Fourier
transform we can write:

ŷ(ν) =

Ĥ(ν)x̂(ν) + ŵ(k), for k ∈ [−νc, νc]

ŵ(ν), otherwise
(5.56)

Here ν = λ−1 is the wave-number, usually given in cm−1. The function H can be
seen as a low-pass filter with cutoff νc. The goal of a SR algorithm is then to find
an estimate x′ of x such that:i) F(H ∗ x′) = F(H ∗ x) on [−νc, νc]

ii) x̂′ is supported on [−νhi, νhi]
(5.57)

This problem is severely ill-posed unless the and x′ may not exist or not be unique
unless it is consist of a series of well separated point sources. Particularly in the
case that:

x(λ) =
∑
j∈N

αjδ(λ− λj) (5.58)

the solution is tractable. Here δ(λ) is the Dirac delta function and j iterates over
all point sources, or in our case emission lines. Even though in reality the pure
emission lines (x) have a finite width due to the various broadening mechanisms,
this width is negligible with respect to the instrument broadening as we’ve shown
before and Equation 5.58 is a good approximation. Furthermore, if the minimum
separation between two spectral lines,

∆λ = min
i,j∈T

|λj − λi| (5.59)

is larger than twice the inverse of νc, i.e. ∆λ ≥ 2/νc then there is a unique solution
x′ = x that can be found. Note that Equation 5.54 uses continuous functions,
however in our case we have discrete vectors with a finite number of values, i.e.
y = (y1, y2, ..., yN and correspondingly x = (x1, x2, ..., xN) and we can write:

yn =
N∑

j=1
H(λn − sj)αj, |λn| ≥ ν−1

c for n ∈ 0, ..., N − 1. (5.60)

Alternatively we can also write y = Hx where H is an N × N matrix with Hnj =
H(λn − sj). The problem to solve to obtain x′ = x is now reduced to the following
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Figure 5.23: Comparison of extraction method for line emission values.

convex minimization problem: minx̃ ∥x̃∥L1 ,

subject to Hx̃ = y
(5.61)

where ∥x̃∥L1 = ∑N
j=1 αj.

Although the super-resolution algorithm is a very interesting method for ex-
tracting the line emission data unfortunately to date, we have not been able to
successfully implement the method.

For comparison we show the results of all four methods in extracting the emission
line values for a given spectrum in Figure 5.23.

All methods give reasonably comparable results, in particular the peak and Voigt
fit methods are very similar.

5.9 Results

In this section we present the results obtained by post-processing several spectra
obtained from the helicon plasma thruster.

5.9.1 Model Validation

Firstly we will try to validate the model as best as possible. However, there is not
that many ‘intermediate’ data available from [37] and [58]. To recap the differences
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Figure 5.24: Calculated metastable fraction as function of electron temperature, with
(V = 300) and without (V = 0) ion-impact, compared to results of [37].

between the BSR-RDW-Jung model of [37] and the model developed in this thesis
is mainly the inclusion of 1s5 → 3p cross-sections of Jung, and updated BSR and
RDW cross-sections for the other metastable excitations. Another difference is that
Dressler et al., just like Karabadzhak et al. seem to only take into account the
levels 2p6−10 in the summation over j in equation 4 in [37]. This is justified because
the metastable cross sections to these levels are more than an order of magnitud
larger (which becomes apparent when comparing Figure 5.7 and Figure 5.8). This
is also the reason why Pj in the same equation is defined as the branching fraction
of lines radiating to the 1s4 level, since the 2p6−10 only radiate to either the 1s5 or
the the 1s4 levels. We however include all 2p levels in this summation and use the
branching fraction to all levels other than the 1s5 level, because some of the 2p1−5

levels do radiate to the 1s3 and 1s2 levels.

As a first comparison we can look at the calculated metastable fraction as a
function of the electron temperature which is reported in Figure 5. of [37]. We
have digitalized this data and plotted it together with our results with (V = 300)
and without (V = 0) ion impact which can be seen in Figure 5.24.
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Figure 5.25: Calculated line ratio of the 823 nm and 828 nm lines, with (V = 300) and
without (V = 0) ion-impact, compared to results of [37].

Up to 5 eV the our results with ion-impact agree well with those of Dressler et
al., within about 10%. Also the effect at lower temperatures < 3 eV, of including
ion-impact can also be clearly seen. However after 5 eV the results start to deviate
and the relative difference increases linearly from 10% at 5 eV up to 35% at 20 eV. In
fact the relationship is so markedly linear where the ratio between Dressler’s curve
and ours is given by R = 1.018 + 0.0184Te that we’ve plotted our curve divided by
this ratio, n1s5/R in the same graph (the black dashed line) and it results in a near
perfect fit with Dressler’s results. This shows that for some reason the metastable
fraction as calculated by our model is equal to that of Dressler et al. plus another
term proportional to Te and to the results of Dressler.

Dressler et al. also report a plot of the modeled line ratio of the 823 nm and
828 nm line as a function of electron temperature. In Figure 5.25 we compare their
results (digitalized, from Figure 4. in [37]) to our results, both with and without
ion-impact.

In this case also there is a very good agreement between the data of Dressler et
al. and our case with ion impact, and even without ion impact for temperatures
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Figure 5.26: Comparison of measured and calculated line intensities from a D-55 TAL
plume data set as reported in [37].

above 7 eV. This confirms that the inclusion of ion impact is of most importance at
lower temperatures where the ion impact rate coefficients are similar to the electron
impact rate coefficients. Below 2 eV the results of Dressler and ours start to diverge
slightly. It is not clear what cause this discrepancy. It is unlikely to be due to
the difference in metastable fraction, which is small as we have seen. Even though
the 823 nm line emission is dominated by excitation from the metastable, manually
increase the metastable fraction by +20% was insufficient to reproduce the data of
Dressler at below 2 eV.

Lastly, Dressler et al. report one set of measured emission lines from the plume
of the D-55 TAL Hall-effect thruster, compared to the best fitting calculated line
intensities. We digitalized the plot if Figure 6. of [37] and obtained the measured
line intensities as well as the calculated line intensities corresponding to the BSR-
RDW-Jung model and we plot it together with the best fitting line intensities
as obtained from our model. Note that some uncertainty is introduced due the
digitalization process. Also note that the 841 nm, 895 nm and 992 nm lines are not
used in [37]. The results are shown in Figure 5.26.
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Figure 5.26 shows overall similar or slightly worse agreement with the measure-
ment data than those of Dressler. Although due to the logarithmic scale and errors
introduced by digitalization of the original plot it is hard to quantify. We also report
the electron temperature obtained from our model using the 8 lines as well as from
the 823/828 line ratio and the 834/828 line ratio which are: 3.0 eV, 2,8 eV and 2.8
eV compared to 2.7 eV, 2.5 eV and 2.8 eV. There is a slight discrepancy between the
results of Dressler et al. and ours here, although our results seem more internally
consistent. At the very least our model seems to produce results that are similar if
not comparable to those of Dressler et al.

Intermediate Results

Before reporting the final results in terms of electron temperature for different
operating conditions we will look at the intermediate results. This will provide
some insight into how the experimental data is interpreted and how reliable the
model is. As mentioned before the model yields a set of curves Jλ(Te) which are the
normalized (to the sum of all lines) line intensities for each line under consideration,
as a function of the electron temperature. To extract find the most probable electron
temperature we compare the measured line intensity with the model one and look
for the best agreement, i.e. where the square of the difference is minimum. This is
done for all 11 lines and average measure of the discrepancy is taken in the form
of the χ2, which is basically the sum of the relative square errors as defined in
Equation 5.51. The assumption is that the most likely electron temperature is for
which χ2 is at a minimum.

We’ll first look at the line intensities calculated by the model for the HPT case
where we neglect ion impact, i.e. V = 0 and also for the case presented in [37]
and[58], i.e. V = 300 and α = 0.8. The results are shown in Figure 5.27 below.

From Figure 5.27 it can be seen that the emission of some lines, such as the 823
nm,895 nm and 992 nm are rather unchanging over the range of electron tempera-
tures and particularly at higher temperatures, while other such as the 789 nm, 828
nm and 835 nm lines vary markedly. It can also be seen that the effect of ion-impact
for most lines results in higher line emission at low electron temperatures, < 2 eV.

As mentioned before the χ2 is the sum of the squared difference of the measured
and modeled line intensities. Here we look first at the squared difference for each
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Figure 5.27: Calculated line emission of Xe I NIR lines as a function of electron
temperature, with (dashed) and without (solid) ion-impact. Assuming an ion acceleration
voltage of 300V.
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Figure 5.28: Squared difference of measured and calculated line emission as a function
of electron temperature for a HPT operating at 300W, 2 kG, and 2.5 sccm.

of the line separately. The measured data is obtained in the radial direction, at the
exit plane of the helicon plasma thruster operating at 300W RF power, a magnetic
field of 2 kG and a mass flow rate of 2.5 sccm of Xenon.

Several things are immediately apparent from Figure 5.29. Firstly almost all
lines have their minimum at a different location. Furthermore some lines such as
the 835 nm, 882 nm, 905 nm, 916 nm and 992 nm don’t have a minimum inside the
interval 1-30 eV. Curiously the 980 nm has a minimum at 25 eV while the remaining
lines (789 nm, 823 nm, 828 nm and 841 nm have similar minima, clustered around
5 eV. The line 895 nm has a minimum at 1.4 eV. For comparison we show a similar
plot obtained at 20 sccm in Figure 5.28.

Now the picture is significantly different. The lines 882 nm, 905 nm, 916 nm
and 992 nm still don’t have a minimum within the interval, but now 823 nm and
841 nm do neither (Te < 1). The 789 nm and 895 nm now have a similar minimum
at 1.5 and 1.4 eV respectively while 828 and 835 nm have the same minimum at 5.4
eV. The 980 nm line still has a minimum significantly higher than the other lines,
but not as much as before with Te = 10.8 eV. It is clear that some line are less
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Figure 5.29: Squared difference of measured and calculated line emission as a function
of electron temperature for a HPT operating at 300W, 2 kG, and 20 sccm.
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Figure 5.30: χ2 as a function of electron temperature for a HPT operating at 300W,
2 kG, and 2 sccm.

relevant for determination of Te while others are more prominent. The 823 nm and
828 nm seem a good candidate for a line ratio as they feature in two very distinct
spectra and yield electron temperatures that are, at least between them, in good
agreement .

5.9.2 Measurements with Varying Mass Flow Rate

In this section we present the results of applying the CR model to a set of measured
spectra obtained from the HPTx for different mass flow rates. The measurements
were taking, while operating at 300 W of RF power, 2 kG of magnetic field and the
following mass flow rates of Xenon: 2.5, 5, 10, 15 and 20 sccm. Note that the orien-
tation of the magnetic field was north upstream/south downstream. Measurements
were taken both at the exit plane in the radial direction and axially (as shown in
Figure 5.19). Two measurements were taken for each value of the mass flow rate.

First we show the results obtained along the radial direction. In Figure 5.30
the value of χ2 as a function Te can be seen for the various measurements. In
Figure 5.31 a close up of Figure 5.30 around 0-5 eV in shown.
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Figure 5.31: Close up of Figure 5.30.

As is apparent, the minima in χ2 are occur in the range 1-4 eV. Furthermore there
is good agreement between the results of spectra obtained under similar conditions,
with at most a 0.1 eV difference. The resulting electron temperature as a function
of mass flow rate is plotted in Figure 5.32, together with probe measurements.
RPA measurements are of the most probable ion energy (i.e. the peak in the first
derivative of the measured I(V )). In a magnetic nozzle expansion the ion energy at
infinity Ei,∞ is related to the electron temperature at the source. For a cold plasma,
i.e. Ti/Te ∼ 0.1 this is expressed by [2]:

Ei,∞ = 1
2

[
0.168 ln

(
mi

me

)
+ 1.95

]2
Te0 (5.62)

where mi,me are the ion and electron masses and Te0 is the electron temperature
at the source. For Xenon this results in Ei,∞ = 8.12 × Te0. In Figure 5.32 The ion
energy is shown on the right y-axis while the electron temperature is shown on the
left. The RPA measurement corresponds to both axis, where for the left axis it has
been scaled by 8.12

Several things can be gleaned from Figure 5.32. Firstly the probe measurements
LP, RPA, seem to agree well. Note that the electron temperature derived from the
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Figure 5.32: Comparison of electron temperature as a function of mass flow rate, ob-
tained from Langmuir probe measurements at 100 mm and 150 mm downstream, derived
from the ion energy as measured by an RPA and from radial and axial OES measure-
ments.
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RPA measurements should correspond to the electron temperature at the source,
while those obtained from the LP measurements are the local electron temperature
at 100 mm and 150 mm. Generally the electron temperature decreases along the
expansion due to cooling. One would therefore expect the temperatures at 150 mm
and 100 mm to be less than those at the source, and likewise the temperature at
150 mm to be lower than 100 mm. There may be several explanations for why this
is not the case. Firstly the relationship Ei,∞ = 8.12Te0 assumes that the plume has
fully expanded, which may not yet be the case at 400 mm. If so, then Ei should
be divided by a factor lower than 8.12 which would result in higher corresponding
Te0. LP measurements in RF plasmas are notoriously difficult and require RF-
compensated probes and while those have used here, it is very much dependent
on the local plasma properties whether the RF fluctuations are properly filtered
out. It could be the case that at 150 mm the filtering does not work sufficiently
resulting in an overestimation of Te. Regardless, both RPA and LP measurements
both agree well in trend as well as magnitude of the electron temperature. The
OES measurements though, both taken along the radial and axial direction agree
well with each other, except at low mass flow rates where they deviate about 1 eV
but have little to no correlation to the probe measurements, except perhaps that
both monotonically decrease with the mass flow rate.

5.9.3 Discussion

It is not immediately clear why there is no good agreement between the OES results
and the probe results. The OES measurements plotted in Figure 5.32 are obtained
from the χ2 method including all eleven lines. However we also could not find a
single line ratio that yielded results in agreement with the probe measurements.
Multiple line ratios yielded nonsensical results, including the 823/828 nm line used
in [58]. Several explanations are possible. 1) There could be an error in the code or
the processing of the cross-sections and rate coefficients. However we have revised
the code and the data multiple times and have not been able to find any errors.
2) The updated cross-sections used in this work somehow results in very different
outcomes. However the updates in general should lead to an improvement and are
of a similar nature as those of [37] over [58], that is to say for example the inclusion
of experimentally obtained 1s5 → 3p cross-sections from Jung et al. instead of
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Figure 5.33: Plasma density as a function of mass flow rate as measured with a
Langmuir probe, at z = 100 mm and z = 150 mm.

calculated BSR cross-sections. 3) The helicon plasma has a fundamentally different
structure than for example a hall effect thruster. Simulations of the plasma inside a
HPT [153, p.38] have shown for example streams of high electron temperature near
the edges of the plasma, with lower electron temperatures in the center. It could
be that the line integrated measurement of OES is a combination of spectra with
different density and temperature and therefore do not result in an a good fit when
post processing. Taking multiple spectra at different angles or different positions
and using a mathematical transform such as the Abel or Radon transform to obtain
more localized information could solve this issue if it is indeed the cause. 4) The
helicon plasma is fundamentally different such that the assumptions underlying the
model are no longer valid. One example could be the assumption to neglect the
metastable diffusion. As argued in subsection 5.5.1 for a plasma density of 1018 m−3

the assumption holds. However plasma density measurements obtained from the
same Langmuir probe measurements as used in Figure 5.32 yield densities ranging
anywhere from the 1017 m−3 to as low as 1016 m−3 at low mass flow rates as shown
in Figure 5.33.
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Note that this is the downstream density, which drops rapidly along the expan-
sion. A relatively simple 1D model [3, eq.37] for plasma expansion yields a relatively
good approximation for the plasma density. It shows that at a distance of 10 times
the source radius the plasma density is about 1 order of magnitude lower then at
the source. It is likely that for higher mass flow rates the density at the source is
of the order of 1018 m−3 and the assumption holds, however at the low end, 2.5-5
sccm this might not be the case. In that case it depends on the neutral density.
To estimate the neutral density we can do a simple mass balance of the source:
ṁ = ṁi + ṁn, i.e. the total mass flow going into the thruster is equal to the mass
flow of ions and neutrals leaving the thruster. The mass flow of ions can be obtained
from angular current density profiles as measured with a Faraday probe. The mass
flow of neutrals is given by ṁn = mnnnvnAe where mn,nn and vn are the mass,
density and velocity of the neutrals and Ae the cross sectional area of the thruster.
For the velocity we assume expansion into vacuum at the thermal velocity, and we
assume a neutral temperature of about 600K. We can then solve for nn:

nn = ṁ(1 − ηu)
Ae

√
πm

8mnkBTn

(5.63)

where ηu is the utilization efficiency as obtained from Faraday probe measure-
ments. The utilization efficiency and the resulting neutral density are plotted in
Figure 5.34. The utilization efficiency can be seen to decrease proportionally to
ṁ−1 while the neutral density increases linearly and is of the order of 1019 − 1020

m−3; one to two orders lower than our original estimate in subsection 5.5.1. Due
to the combination of low plasma density and low neutral density it is likely that
metastable diffusion is not negligible at lower mass flow rates.
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Figure 5.34: Utilization efficiency and neutral density as a function of mass flow rate.
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Table 5.2: Emission lines originating in from the Xe I 2p levels. Data from [93].

upper lower λ (nm) A (×106 s−1)

2p10 1s5 979.9697 31.10
1s4 1083.8340 1.80

2p9 1s5 904.5447 12.40
1s4 992.3198 13.00

2p8 1s5 881.9411 30.00

2p7 1s5 840.9189 3.06
1s4 916.2652 24.00

2p6 1s5 823.1634 28.60
1s4 895.2251 8.10

2p5 1s4 828.0116 36.90

2p4 1s5 469.0970 0.28
1s4 491.6507 1.60
1s3 820.6336 20.00
1s2 893.0830 22.00

2p3 1s5 452.4681 0.46
1s4 473.4152 1.38
1s2 834.6822 42.00

2p2 1s5 450.0978 1.46
1s3 764.2023 21.00
1s2 826.6520 12.00

2p1 1s4 458.2737 1.30
1s2 788.7393 35.00
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Table 5.3: Branching ratio for all 2p → 1s transitions. Data from [93].

1s5 1s4 1s3 1s2

2p10 0.945 0.055 0.000 0.000
2p9 0.488 0.512 0.000 0.000
2p8 1.000 0.000 0.000 0.000
2p7 0.113 0.887 0.000 0.000
2p6 0.779 0.221 0.000 0.000
2p5 0.000 1.000 0.000 0.000
2p4 0.006 0.036 0.456 0.501
2p3 0.010 0.031 0.000 0.958
2p2 0.042 0.000 0.609 0.348
2p1 0.000 0.036 0.000 0.964

Table 5.4: Overview of cross section sets and calculated rate coefficients as they appear
in the MATLAB code.

transition cross sections impact type rate coef. format type

1s0 → 2p → 1s Xe_2p_optical e optical ke0 table individual
1s0 → 2p → 1s Xe_2p_ion1 Xe+ optical k1 vector individual
1s0 → 2p → 1s Xe_2p_ion2 Xe2+ optical k2 vector individual
1s0 → 1s5 Xe_1s5 e BSR+RDW k0m vector individual
1s5 → 1s Xe_1s_met e BSR+RDW k1s vector cumulative
1s5 → 2p Xe_2p_met e BSR+RDW+Exp. k2pm table individual
1s5 → 3p Xe_3p_met e BSR+RDW+Exp. k3p vector cumulative
1s5 → 3d Xe_3d_met e BSR+RDW k3d vector cumulative
1s5 → Xe+ Xe_ion_met e Born-approx. kion vector individal





CHAPTER

SIX

Conclusions

“To succeed jump as quickly at opportunities as
you do at conclusions.”

— Benjamin Franklin

In this last chapter we will summarize the work that has been presented in this
thesis as well as the conclusions that can be drawn from them. The chapter is
divided according to the three chapters (3-5) containing the original contributions
of this work related to plasma probes, the thrust balance and optical emission
spectroscopy respectively.

6.1 Plasma Probes

Plasma probes are the oldest plasma diagnostic tool, yet they are still relevant
today. This due to the fact that they are the least expensive and most simple
method yet can provide a wealth of information on the local plasma parameters.

In this work several plasma diagnostic probes were manufactured: an RF-
compensated Langmuir probe, a Faraday Probe and emissive probe a capacitive
probe additionally a commercial retarding potential analyser was used. Further-
more a robotic arm system was developed to position the plasma probes in a 2D
polar plane in the thruster exhaust plume.

The Langmuir probe was used to measure the ion density, electron temperature
and the plasma potential. (Langmuir probes can also be used to measure the
electron density however in magnetized plasmas this may not yield correct values.)

In plasmas with strong RF potential fluctuations, as is the case for helicon plas-
mas RF compensation of the Langmuir probe is necessary for correct measurements
of the electron temperature which can otherwise be significantly overestimated. RF
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compensation was achieved by the implementation of a series of RF chokes close to
the probe tip in combination with a capacitively coupled secondary electrode, also
close to the tip and exposed to the plasma. Measurements of the local plasma po-
tential fluctuations as well as the Debye length, (which is dependent on the plasma
density and electron temperature) are necessary to verify whether the compensation
circuit is appropriately sized.

The plasma potential oscillations can be measured with the capacitive probe
and an oscilloscope, which will show the base frequency and several harmonics of
the radio frequency of the thruster, in this case 13.56 MHz. In the measurements
performed in this work, the amplitude of the first harmonic was about 8% with
4% and 1% for the second and third harmonic from which it is clear that the
oscillations are dominated by the base frequency. The electron temperature and
plasma density however, are measured with the probe whose correct operation is to
be verified. To correctly assess whether the obtained Langmuir probe measurements
are correct they have to be combined with capacitive probe measurements and a
post hoc analysis should be performed to verify correct compensation of the RF
oscillations. Furthermore it is important to perform this verification procedure at
various downstream positions as the both the Debye length and the amplitude of
the oscillations change in the plasma plume. Here we found that although the
Debye length increases downstream which reduces the efficacy of the compensation,
the amplitude of the oscillations decreased sufficiently such that the requirement
for compensation was met. However, this cannot be assumed a priori and should
therefore be assessed when operating conditions change. Most plasma parameters
(ion density, electron temperature and plasma potential) were obtained from fitting
the I − V curve. However, some attempts were made to obtain the electron energy
distribution function (EEDF) from the second derivative of the I −V curve. These
attempts resulted in long duration measurements with high precision (i.e. long
measurement times) and sufficient points as well as smoothing in post processing
to mitigate the noise amplification inherent in numerical differentiation of noisy
signals. Despite this effort only in a small number of cases did this yield useful
EEDFs. Other methods, such as the Boyd-Twiddy method should be pursued for
this purpose.

Although not the purpose of this work, some characterization of the HPTx plume
was performed, to demonstrate the utility of the plasma probes, from which some
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conclusions can be drawn. Firstly the plasma density is has a Gaussian shape near
the axis (±20◦) with a constant density beyond that. The density in the source is
estimated to be of the order of 1018m−3, consistent with a helicon plasma, dropping
about two orders of magnitude over the first 300 mm. Increasing the magnetic
field helps focus the plasma, leading to a higher on- and near-axis densities. On
the contrary the electron temperature showed a double peaked profile, with typical
peak values of 15-25 eV depending on the operating conditions and measurement
location. The electron temperature decreases downstream, while the peaks then
to merge downstream. This results in non-monotonic on-axis electron temperature
curve with a local maximum somewhere 100-200 mm downstream. Increasing the
magnetic field resulted in higher overall electron temperatures. Increasing the RF
power did no noticeably affect neither the density nor the temperature. The plasma
potential also has a slightly double peak profile, but less pronounced than the
electron temperature and it tends to flatten further downstream. Increasing the
magnetic field makes the potential peaks more pronounced. It has to be noted that
Langmuir probe measurements were only obtained from 100-400 mm downstream.
Measurements closer to the thruster yielded the non-sensible results and showed
perturbation of the plasma, such as plasma stream tubes visibly connecting to
the probe tip. In some case, for example for higher magnetic fields strength, even
measurements in the 100-200 mm region were difficult or impossible. Lastly also has
to be noted that it is imperative that the (cylindrical) Langmuir probe is aligned
with the plasma flow, for which the polar coordinate system (as opposed to a
Cartesian system) of the robotic arm system are a necessity.

The Faraday probe is probably the most simple measurement of all the plasma
probes both in execution as well as in post processing. A custom made probe, was
used to obtain ion current density measurements of the plasma plume, in particu-
lar its azimuthal distribution in the far plume (300-400 mm downstream). These
measurements were used to infer both the total beam current and from it the uti-
lization efficiency as well as the plume divergence angle and divergence efficiency.
The azimuthal ion current density profile is well fitted with a central Gaussian with
a half-width at half maximum (HWHM) of 16-18◦ and two smaller Gaussians cen-
tered at ±40◦ with each a HWHM of around 26-28◦. The parameters of the off-axis
peaks can differ somewhat depending on the operating point (mass flow rate, mag-
netic field, etc.) However the HWHM of the central peak seems to be independent
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of the operating point and rather a feature of the magnetic topology. In fact, nor-
malized (with the peak value) curves of different operating points result in a similar
curve for the near axis (±20◦) range. Decreasing the magnetic field seems to shift
the off-axis peaks more towards the center to around ±30◦. The amplitude of these
off-axis peaks varies between 10-20% of the central peak, depending on the mass
flow rate and the magnetic field.

Generally both increasing the mass flow rate and the magnetic field lead to
higher beam currents, while higher mass flow rates leads to lower utilization ef-
ficiency, while a higher magnetic field leads to a lower utilization efficiency. The
utilization efficiency of Xenon is higher, by about a factor 2 for Xenon, with respect
to Argon.

6.2 Thrust Balance

In chapter 4 a mechanically amplified thrust balance was presented, designed specif-
ically for helicon thrusters. This design has several advantages such as increased
sensitivity; a more compact form factor; a displacement sensor mounted on the
main structure, far away from the source of disturbances; among other advantages
mentioned throughout this work.

A dynamic model of the balance was developed based on Lagrangian mechanics.
This model was able to reproduce the results of the static analysis of earlier work
while also able to calculate the time-response of the thrust balance and analyze the
required damping force.

The model predicted an angular magnification of 31◦/◦ and a stiffness of 9.65
mN/mm in agreement with the static model. It also showed that the system is
equivalent to a damped harmonic oscillator and predicts a natural frequency of
0.38 Hz when loaded with a 5.2 kg thruster (6.9 kg including the 1.7 kg mounting
structure), within 8% of the measured value of 0.41 Hz.

The thrust balance includes a viscous damping system based on eddy currents,
with a variable damping ratio. The damping system was modeled using Comsol
and the calculated damping ratio was in good agreement with the measured value.
It was shown that a damping ratio of 0.78 is optimal resulting in the lowest settling
time of 1.8 s.

The balance was equipped with a calibration system based on a voice-coil
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mounted on a load-cell. The addition of the load cell mitigates any uncertain-
ties in the voice coil’s force constant. Calibration of the balance yielded a stiffness
20% larger than predicted by the model. Coincidentally, when verifying the force
constant using this setup it was found that it is 21% higher than specified in the
data sheet. This could indicate that the load cell calibration is affected by the fact
that it is loaded laterally. If the load cell indeed over-predicts the force it could ex-
plain the difference between the model and the measurement. However, this needs
be verified, e.g., by cross-comparison with a different calibration system.

Coupling between the solenoid of the helicon thruster and the magnet of the
voice coil was observed, which poses a minor inconvenience during thrust measure-
ments. The stiffness of the thrust balance loaded with a 5 kg thruster and corrected
for relative position of the calibration system and the thruster is 12.7 mN/mm, al-
most 20% higher than expected from the models. However, correcting the stiffness
with the ratio between the force per current ratio of the voice coil as reported by
the manufacturer and the measured one, yields a stiffness of 10.4 mN/mm in exact
agreement with the prediction of our model. This lends credence to the hypoth-
esis that the load cell sensitivity has increased 20%, probably due to loading and
orientation, and thereby over-predicting the stiffness.

The design further includes liquid metal connectors to mitigate the contribution
of the power cables to the overall stiffness, on-board electronics to minimize electri-
cal feed-through connections, leveling system to keep the balance aligned with the
local horizontal, and a confocal chromatic displacement sensor with 0.4 µm reso-
lution and 12 mm range that is impervious to EMI. Another novelty is the active
water cooling of the thruster mounting plate. This acts as a thermal sink for the
thruster shielding the thrust balance from the heat load. We have shown that the
water cooling increases the noise by a factor 6 from 0.5 µm to 2.9 µm (equivalent
to 6 and 37 µN). Currently the water cooling is supplied from the facility’s water
net which does not have a regulated outlet pressure. This could be improved with
a closed loop, dedicated chiller with more accurate pressure control.

The thrust balance performance has been validated by testing the HPTx plat-
form. The relative uncertainty on the thrust measurement was 2% in this particular
case and dominated by the noise induced by the opening and closing of the RF gen-
erator valve which generated a water hammer that reverberated through the cooling
lines. It is expected that this can be reduced to ≤ 1% by decoupling the water cool-
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ing system. A set of thrust measurements was performed at 450W and different
mass flow rates for a first direct characterization of the HPTx prototype. For a
mass flow rate of 5-20 sccm, thrust ranges from 2.0-5.7 mN, specific impulse from
296-421 s and the efficiency from 1.0-2.1%.

Current thrust measurements require the antenna to be decoupled from the
moving part of the balance. Although possible in the current prototypes this will
no longer be the case for future versions where the antenna will be fully integrated.
A contactless power coupling mechanism was proposed that allows for mechani-
cally decoupling the RF power line from the thruster provided the thruster presents
itself as a 50Ω load. The system is based on capacitive power coupling, with induc-
tive compensation. It was shown by simulation and measurement that the system
can effectively couple power (up to 50W) with over 90% transmission efficiency.
The transmission can be fine-tuned by varying the distance between the capacitive
electrodes.

6.3 Optical Emission Spectroscopy

The third diagnostic developed in this work and documented in chapter 5 of this
thesis was a Xenon collisional-radiative model for the extraction of the electron
temperature from low resolution optical emission spectroscopy data. The model
was a refined implementation of Karabadzhak-Chiu-Dressler (KCD) model which
was successfully applied to Hall-effect thrusters. The main advantage of OES is the
ability to access the source region of the thruster without perturbing the plasma.

The model is a reduced collisional-radiative model, i.e. a Corona model and
considers 11 NIR lines emanating from the Xe I 2p levels for which optical emission
cross sections are available both from the ground state (due to electron impact and
ion impact) as well as the metastable state (only electron impact). To estimate the
metastable state a rate balance equation is solved considering direct excitation from
the ground state as well as cascades from the 2p levels as a source channel. The
loss channels are excitation to the 3p, 3d and other 1s levels as well as to 2p levels
scaled with the branching ratio of decay to 1s levels other than the 1s5 level and
lastly ionization. The model produces the lines emission as a function of electron
temperature for the 11 NIR lines.

The main assumptions of the model are: a) collisional quenching is negligible
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with respect to spontaneous emission which was found to be the case for Te < 20 eV,
n < 1018 m−3; b) diffusion loss of the metastable level is negligible, which doesn’t
unequivocally hold for all cases and was found to depend on the plasma conditions;
c) excitation from the 1s3 level can be neglected, which was found to be true; d)
the electrons follow a Maxwell-Boltzmann distribution, a common and reasonable
assumption in the absence of relevant data.

Cross sections for all processes are obtained from a variety of sources and include
apparent cross sections obtained from B-spline R-matrix and Relativistic Distorted
Wave calculations as well as experimentally obtained apparent and optical emission
cross-sections. In many cases multiple cross-sections sets were combined to span a
sufficient range of impact energies. The rate coefficients are calculated assuming a
Maxwellian energy distribution for the electrons. All calculations are performed in
a MATLAB script.

All cross sections used are either those of the original work, or updated data
sets of the same sources. For example, optical emission cross sections for 1s5 → 3p
not available at the time of the original work have been added to replace theoretical
cross sections. Three more lines, not included in the KCD model (992.3 nm, 980.0
nm, 895.2 nm) have been added.

The model was implemented in MATLAB to automatize processing of emission
spectra. All cross section data is stored into .mat files. A MATLAB script loads
the cross sections, calculates the rate coefficients, metastable fraction and the cor-
responding line intensities for a range of electron temperatures. This array of line
intensities as a function of electron temperature is then compared to the experi-
mental spectra by calculating the χ2. The temperature for which χ2 is minimum is
assumed to be the actual electron temperature.

The model has been validated as much as possible against data available in the
work of Dressler et al. Using the model to process the only line emission data
set published yielded similar results as the KCD model, within 10%. However
comparison of the 1s5 population fraction as a function of the electron temperature
as calculated by our model and the KCD model yielded noticeable results above 5
eV, with the results diverging by more than 20%, the cause of which has not been
identified.

The model was subsequently applied to spectroscopic data from the HPT05M
thruster, obtained radially at the exit plane as well as on axis. Looking at the
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relative difference between the calculated and measured line intensities as a function
of electron temperature showed that several lines did not produce a minimum in
the 1-30 eV range, while others produced a minimum a disparate temperatures.
In other words there was little internal consistency between the different emission
lines.

As set of measurements obtained at different mass flow rates were processed
and the resulting electron temperatures were compared to estimates from Lang-
muir probe and RPA data. Although the trend seemed reasonable: decreasing
temperature with mass flow rate, the magnitude of the measurements where off
by a factor 3-4. Where RPA and LP data showed temperatures between 4-16 eV
the OES measurements reported results in the range of 2-4 eV. The reason for this
unacceptably large discrepancy has not yet been established.

Multiple possible reasons were considered: the new cross sections used yield
different if not incorrect results; the structure of the HPT plasma results in line
integrated measurements combining light produced by very different plasma condi-
tions that doesn’t fit well to a single temperature and lastly: the assumptions of the
model do not hold for the conditions of the HPT plasma, in particularly neglecting
the metastable diffusion. The first two reasons are easy to check for, while the latter
two require further investigation.

6.4 Future Work

Although much has been accomplished in this work, it is by no means conclusive.
The topics treated in this thesis require further investigation. A general comment
valid in all cases is that this work has focused on the development of diagnostic tools
for characterization of helicon plasma thrusters, rather than on their application to
the latter. The diagnostics developed in this work should be used to investigate
and improve the performance of the helicon plasma thruster in particular as well as
other thrusters developed at EP2.

In the area of probe diagnostics, it would be of interest to develop a setup imple-
menting the Boyd-Twiddy method to measure directly the electron energy distri-
bution function. Measurements which are not only interesting in and of themselves
but could also inform the collisional-radiative model for the OES. Furthermore a
comparison of indirect thruster characterization (combining FP and RPA data) and
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direct thruster measurements are interesting to see if indirect characterization can
be reliably used for performance estimates.

Regarding the thrust balance, firstly a proper thrust measurement campaign of
the helicon thruster is in order. Furthermore it would be of interest to implement
a second, ideally gravimetric calibration method, for cross calibration of the cur-
rent calibration system as well as for use with thrusters using permanent magnets.
Interaction of the latter with the voice coil interferes with the correct operation of
the calibration system. And thirdly, the wireless power coupling module should be
tested at high power (>50W) and implemented on the thrust balance to mechani-
cally decouple the RF line. Lastly, decoupling of the thrust balance cooling circuit
from the facility would help improve the noise.

Future work on the collisional-radiative model should focus on improving the
model until it yields sensible results. Another check of all cross sections used as
well as the code implementation would be the first step to identify any overlooked
errors. Secondly the code could be updated to include only the original cross sections
used by Dressler et al. If possible more data could be obtained from Dressler et
al. to compare both models more in depth, although it is doubtful that after
10+ years much data can be obtained. (For this work the authors have already
provided us with the cross section data.) Applying the model to measurements
from a better understood plasma source such as a simple ICP or CCP discharge
would help identify whether the issue is with the model or with the plasma. In
case the line integration over different plasma conditions is the culprit, augmenting
the experimental setup to be able to take measurements at different angles and/or
different chords and using a Radon or Abel transform to obtain localized data could
be a solution.
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APPENDIX

A

Plasma Probes

A.1 Langmuir Probe Post-processing

% Langmuir Probe Post - processing
% Based on " Recommended best practices for Langmuir probe
% measurements in Electric Propulsion ", Lobbia , 2007
%
% Version : 1.1
% Date: 05/12/2022
% Author: M. Wijnen
% -----------------------------------------------------%
close all;
clc;
clearvars -except data
%% Input Parameters

% -------------------Probe properties ------------------%
Rp = 0.127; %[mm] probe radius
Lp = 1.1; %[mm] probe length
% Gas properties
AN = 131; %39.95; %[ amu] atomic mass number

%% Preprocessing

% ------------------ Physical constants -----------------%
e = 1.60217662e -19; %[C] electron charge
me = 9.109382910e -31; %[kg] electron mass
eps0 = 8.854187817e -12; %[F/m] Vacuum permittivity
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u = 1.660539040e -27; %[kg] atomic mass unit
% Calculate secondary constants
Rp = Rp/1e3; % scale probe radius
Lp = Lp/1e3; % scale probe length
Ap = 2*pi*Rp*Lp; %[m^2] probe surface
AR = 1+Rp /2/ Lp; %[1] aspect ratio
mi = AN*u; %[kg] ion mass
a0 = exp ( -0.5); %[1] correction factor
% -------------------Data management -------------------%
% Import data as MATLAB table named 'data '
% with column V and column I
V = data.V; % initialize voltage array
Vmin = V(1);
I = data.I; % initialize raw current array
I = I/AR; % correct for front area collection
% Compute number of datapoints & resolution
len = length(I);
dV = V(2) -V(1);
% Plot I-V curve
IVcurve = figure('Name ','IV -curve ','NumberTitle ','off ');
figure ( IVcurve )
plot(V,I,'o','MarkerSize ' ,3)
hold on; grid on;
xlabel ('$V\ [V]$','Interpreter ','latex ','FontSize ' ,14)
ylabel ('$I\ [A]$','Interpreter ','latex ','FontSize ' ,14)
% ------------------ Floating Potential ------------------%
% find the index of V <= 0
idxV0 = find(V >=0 ,1);
% find the index of the first I > 0
idxVf = find(I >0 ,1);
% interpolate the floating potential
Vf = V(idxVf -1) - I(idxVf -1) *(V(idxVf)-V(idxVf -1))/...

(I(idxVf)-I(idxVf -1));
%disp floating potential
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disp (['Floating potential Vf = ' num2str (Vf ,'%.1f') 'V'])
% ---------------------Ion current ----------------------%
% Plot ion collection region
ions = figure('Name ','Ion Collection Region ','NumberTitle

','off ');
plot(V(1: idxVf),I(1: idxVf),'o','MarkerSize ' ,3)
hold on; grid on;
xlabel('$V\ [V]$','Interpreter ','latex ','FontSize ' ,14)
ylabel('$I\ [A]$','Interpreter ','latex ','FontSize ' ,14)
% Limit ion saturation fit range
disp('Choose right limit for fitting the ion current .')
[x ,~] = ginput (1);
[~, idxi] = min(abs(V-x));
% Linear fit of ion saturation current
Ci = polyfit (V(1: idxi),I(1: idxi) ,1);
% Compute ion current
Ii = Ci (1)*V+Ci (2);
% Plot ion current fit
plot(V,Ii)
xlim ([ Vmin Vf])
% Compute electron current
Ie = I-Ii;
% --------------------Derivatives ----------------------%
% smooth the IV -curve with a moving average filter
Ies = smooth(V,Ie ,round (0.02* length(I)),'moving ');
% generate the first derivative dI/dV
dIdV = gradient (Ies ,V);
% -------------------- Estimate phi ---------------------%
% Plot derivative dI/dV
deriv = figure('Name ','1st Derivative ','NumberTitle ','off

');
plot(V,dIdV)
ylim ([0 1.05* max(dIdV)])
xlabel('$V\ [V]$','Interpreter ','latex ','FontSize ' ,14)
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ylabel('$\ frac{dI}{dV}$','Rotation ',0,'Interpreter ','
latex ','FontSize ' ,18)

grid on; hold on;
% Find plasma potential
[x ,~] = ginput (1);
[~, idxPhi] = min(abs(V-x));
Phi = V( idxPhi);
plot(Phi ,dIdV(V == Phi),'o');
%disp plasma potential
disp (['Plasma potential phi = ' num2str (Phi ,'%.1f') 'V'])
% ------------------ Electron Current ------------------%
%Plot the logarithm of the electron current
electrons = figure('Name ','Electron Collection Region ','

NumberTitle ','off ');
plot(V(idxVf:min(idxPhi +(5/ dV),length(V))),...

log(Ie(idxVf:min(idxPhi +(5/ dV),length(V)))),...
'o','MarkerSize ' ,3)

hold on; grid on;
xlabel ('$V\ [V]$','Interpreter ','latex ','FontSize ' ,14)
ylabel ('I\ [A]','Interpreter ','latex ','FontSize ' ,14)
% Fit electron current
Ce = polyfit (V(idxVf +15/ dV:idxPhi),...

log(Ie(idxVf +15/ dV:idxPhi)) ,1);
Iefit = Ce (1)*V+Ce (2);
% Plot electron current fit
plot(V,Iefit)
xlim ([Vf -5 Phi +5]);
ylim ([ round(min(log(Ie(idxVf:idxPhi)))) -1 ...

round(max(real(log(Ie(idxVf:idxPhi )))))+1]);
ylabel ('$\ln(I_e)$','Interpreter ','latex ','FontSize ' ,14)
xlabel ('$V\ [V]$','Interpreter ','latex ','FontSize ' ,14)
% ------------- Estimate plasma parameters ------------%
% Compute electron temperature
Te0 = 1/Ce (1);
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disp (['First guess Electron Temperature Te = ' ...
num2str (Te0 ,'%0.1f') ' eV'])

% Compute electron density
Ne = (I(idxPhi )/Ap/e)*sqrt (2* pi*me/e/Te0);
disp (['Electron Density ne = ' num2str (Ne ,'%0.1e') 'm-3'

])
disp('Warning ! Electron density underestimated ...

in magnetized plasmas ')
% Compute ion density
Iisat = Ii(idxVf);
Ni0 = -(Iisat/a0/Ap/e)*sqrt(mi/e/Te0);
disp (['First guess Ion Density ni = ' ...

num2str (Ni0 ,'%0.1e') ' m-3'])
% Compute Debeye length
LD = sqrt(eps0*Te0/Ni0/e);
if LD > 99e-6

disp (['Debeye length LD = ' ...
num2str (LD*1e3 ,'%0.2f') ' mm'])

else
disp (['Debeye length LD = ' ...

num2str (LD*1e6 ,'%0.2f') ' um'])
end
% Compute probe parameter
Xi = Rp/LD;
if Xi > 50

disp (['Probe parameter Xi = ' num2str (Xi ,'%0.1f')])
disp('Xi > 50: Thin Sheath Limit ')
theory = 'thin sheath limit ';

elseif Xi < 3
disp (['Probe parameter Xi = ' num2str (Xi ,'%0.1f')])
disp('Xi < 3: Thick Sheath Limit ')
theory = 'thick sheath limit ';

else
disp (['Probe parameter Xi = ' num2str (Xi ,'%0.1f')])
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disp('3 < Xi < 50: Transitional Regime ')
theory = 'transitional regime ';

end
% ---------------------------------------------------%
% Initialize relative differential parameters
dTe = 1;
dNi = 1;

while dTe > 0.001 && dNi > 0.001

switch theory
case 'thin sheath limit '
% Compute Child - Langmuir sheath
Xs = (LD*sqrt (2) /3) *((Phi -V)/Te) .^(3/4) ;
Xs = Xs .*(V<=Vf);
%IiCL = I./(1+ Xs/Rp);
% Linear fit of ion saturation current
Ci = polyfit (V(1: idxi),Ii (1: idxi) ,1);
% Compute ion density
Iisat = Ci (1)*Vf+Ci (2);
% Iisat = mean(IiCL (1: idxVf -(10/ dV));
Ni = -(Iisat/a0/Ap/e)*sqrt(mi/e/Te0);
% Compute ion current
Ii = Ci (1)*V+Ci (2);
% Ii = Iisat *(1+ Xs/Rp);

case 'thick sheath limit '
% Fit a quadratic curve to the ion current
Ci = polyfit (V(1:( idxVf -(5/ dV))), ...

I(1:( idxVf -(5/ dV))).^2 ,1);
% Compute ion density
Ni = (pi/Ap)*sqrt(mi /2)*e^( -3/2)*sqrt(-Ci (1));
% Compute plasma potential
Vp = Ci (2) /(e*Ni*Ap/pi)^2/(2*e/mi);
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% Compute ion current
Ii = -real(sqrt(Ci (1)*V+Ci (2)));

case 'transitional regime '
a = 1.18 -0.00080*( Rp/LD) ^1.35;
b = 0.0684 -(0.722+0.928*( Rp/LD))^ -0.729;
% Fit I^1/b to the ion current
Ci = polyfit (V(1: idxi) ,(-I(1: idxi)).^(1/b) ,1);
% Compute ion density
Ni = (1/ Ap/a)*sqrt (2* pi*mi)*e^( -3/2)*Te^(b -1/2)* ...

(-Ci (1))^b;
% Compute ion current
Ii = (e*Ni*Ap)*sqrt(e*Te /2/ pi/mi)*a*((Phi -V)/Te).^b;
Ii = Ii .*(V<= Phi);

end
% Compute electron current
Ie = I-Ii;
% Fit electron current
Ce = polyfit (V(idxVf +15/ dV:idxPhi),log(Ie(idxVf +15/ dV:

idxPhi)) ,1);
Iefit = Ce (1)*V+Ce (2);
% Compute electron temperature
Te = 1/Ce (1);
% Compute Debeye length
LD = sqrt(eps0*Te/Ni/e);
% Compute probe parameter
Xi = Rp/LD;

if LD > 50
theory = 'thin sheath limit ';

elseif LD < 3
theory = 'thick sheath limit ';

else
theory = 'transitional regime ';

end
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% Compute relative errors for last iteration
dTe = abs(Te -Te0)/Te0;
dNi = abs(Ni -Ni0)/Ni0;
% Update Te0 ,Ni0
Te0 = Te;
Ni0 = Ni;
end

disp (['Ion Density ni = ' num2str (Ni ,'%0.1e') ' m-3'])
disp (['Electron Temperature Te = ' num2str (Te0 ,'%0.1f') '

eV'])
if exist('Vp')

disp (['OML Plasma Potential phi = ' num2str (Vp ,'%0.1f'
) ' V'])

end
figure(ions)
plot(V,Ii)
xlim ([ Vmin Vf])

figure( electrons )
hold off
plot(V,real(log(Ie)),'o','MarkerSize ' ,3)
hold on; grid on;
plot(V,Iefit)
xlim ([Vf -10 Phi +10]);
ylim ([ round(min(log(Ie(idxVf:idxPhi)))) -1 ...

round(max(real(log(Ie(idxVf:idxPhi )))))+1]);
xlabel ('$V\ [V]$','Interpreter ','latex ','FontSize ' ,14)
ylabel ('$\ln{I_e }$','Interpreter ','latex ','FontSize ' ,14)

% ---------------- Druyvestein Method ------------------%
% Smooth electron current
Ies = smooth(V,I,'moving ' ,0.02* len);
% Transform to electron energy
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E = Phi -V(idxV0: idxPhi);
Ies = Ies(idxV0:idxPhi);
% Calculate and smooth 1st derivative
dIdV = gradient (Ies ,E);
dIdVs = smooth(E,dIdV ,'moving ' ,0.05* len);
% Calculate 2nd derivative
d2IdV2 = gradient (dIdVs ,E);
% Compute EEDF
EEDF = (2/e^2/ Ap)*sqrt (2* me*e*E).* d2IdV2;
% Compute EEPF
EEPF = (2/e^2/ Ap)*sqrt (2* me*e).* d2IdV2;
% Plot EEDF
EEDFplot = figure('Name ','EEDF ','NumberTitle ','off ');
semilogy (E,EEDF ,'o','MarkerSize ' ,3)
grid on
xlabel('$\ mathcal {E}\ [eV]$','Interpreter ','latex ', ...

'FontSize ' ,14)
ylabel('$EEDF (\ mathcal {E})$','Interpreter ','latex ', ...

'FontSize ' ,14)
% Plot EEPF
EEPFplot = figure('Name ','EEPF ','NumberTitle ','off ');
semilogy (E,EEPF ,'o','MarkerSize ' ,3)
grid on
xlabel('$\ mathcal {E}\ [eV]$','Interpreter ','latex ','

FontSize ' ,14)
ylabel('$EEPF (\ mathcal {E})$','Interpreter ','latex ','

FontSize ' ,14)
% Compute 0th and 1st moments
N = -trapz(E,EEDF);
T = -(2/3/N)*trapz(E,E.* EEDF);

disp (['Computing EEDF using Druvyestein method '])
disp (['Electron Density = ' num2str (N,'%0.1e') 'm-3'])
disp (['Electron Temperature = ' num2str (T,'%0.1f') 'eV'])
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Thrust Balance

B.1 Static Model

y = 2LAE sin
(
θ2

2

)
(B.1)

θ2 = θ1 + θ3 + θ4 − π (B.2)
θ1 = 2 sin−1

(
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γ = cos−1
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L2

OA + L2
OB − L2

BC − L2
AC

2LOALOB

)
(B.8)

where γ ≡ ∠AOB.
The variables Li denote the length from the centre of mass ri to its corresponding

point of rotation, while Ljk is the length between the points j, k.
Note that in the previous equations, it is implicit that θ3, θ4 are initially right

angles. It can be seen that y is a function of θ2 which is in turn a function of θ1,
which is a function of x.

The stiffness of the thrust balance can be obtained from a force balance at all
four pivots (O, A, B, and C in Fig. 4.1). The resulting relationship between the
applied thrust T and the angle θ1 is given by:

T = τO + τB′

L4
+Mg sin(θ1) +

(τA + τC′)LOB cos
(

π
2 − θ3

)
L4LAC cos

(
π
2 − θ4

) (B.9)
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where,

τO = κ1θ1 τB′ = κ3

(
θ3 − π

2

)
(B.10)

τA = κ2θ2 τC′ = κ4

(
θ4 − π

2

)

B.2 Linearized Equations

We can use a Taylor expansion to the first order to linearize the angles θ2, θ3 and
θ4 around θ = 0.

θ3 = θ3(0) + [θ′
3(0)] · θ (B.11)

θ4 = θ4(0) + [θ′
4(0)] · θ (B.12)

θ2 = θ3(0) + θ4(0) − π + [1 + θ′
3(0) + θ′

4(0)] · θ (B.13)

Here the primes denote a derivative to θ. We simplify this notation by introducing
the following nomenclature: n3 = θ′

3, n4 = θ′
4 and n = 1+ θ′

3(0)+ θ′
4(0). We already

have the equations for θ3, θ4 (eq. (B.5),(B.6)) we only need to find their derivatives.
To this end we start by normalizing LOA, LBC and LAC with LOB.

p = LOA

LOB

q = LBC

LOB

s = LAC

LOB

(B.14)

We also introduce the substitution:

z(p, θ, γ) = 1 + p2 − 2p cos (θ + γ) (B.15)

We then rewrite eq. (B.8), (B.5) and (B.6) using the above expressions.

γ = cos−1
(

1 + p2 − q2 − s2

2p

)
(B.16)

θ3 = cos−1

1 − p cos (θ + γ)√
z(p, θ, γ)

 (B.17)

+ cos−1

z(p, θ, γ) + q2 − s2

2q
√
z(p, θ, γ)

 (B.18)

θ4 = cos−1
(
s2 + q2 − z(p, θ, γ)

2qs

)
(B.19)

We then take the derivative to θ.
dθ3

dθ
= 1 − p cos (θ + γ)

z(p, θ, γ) − 1 (B.20)
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−
p sin (θ + γ)

[
1 − q2−s2

z(p,θ,γ)

]
√

4q2s2 − [z(p, θ, γ) − q2 − s2]2
(B.21)

dθ4

dθ
= 2p sin (θ + γ)√

4q2s−[q2 + s2 − z(p, θ, γ)]2
(B.22)

When we evaluate θ3, θ4 and their derivatives at θ = 0 all cosines and sines become
a function of γ. When we substitute in eq. (B.8) we get rid of these trigonometric
functions and are left with the following:

θ3(0) = cos−1
(

1 − p2 + q2 + s2

2
√
q2 + s2

)
(B.23)

+ cos−1
(

q2
√
q2 + s2

)
(B.24)

θ′
3(0) = 1 − p2 − q2 − s2

2(q2 + s2) (B.25)

−
s
√

4p2 − (1 + p2 − q2 − s2)2

2q(q2 + s2) (B.26)

θ4(0) = π

2 (B.27)

θ′
4(0) =

√
4p2 − (1 + p2 − q2 − s2)2

2qs (B.28)

For the dimensions given in Tab. 4.4 we find that p = 0.9786, q = 0.1452 and
s = 0.0323 resulting in θ3(0) = π/2, θ′

3(0) = −1 and θ′
4(0) = 31. The fac that θ3(0)

and θ4(0) are right angles is something that is designed for on purpose. In that
case θ3(0) + θ4(0) − π is zero and the linearized θ2 does not have an intercept. We
can furthermore see that θ′

3(0) cancels out the 1 and that the angular magnification
n = n4 = θ′

4(0) = 31. If we look at the differential angles for this case we find
that:

δ1(θ) = θ (B.29)
δ2(θ) = θ2 = n · θ (B.30)
δ3(θ) = θ3 − θ3(0) = n3 · θ (B.31)
δ3(θ) = θ3 − θ3(0) = n4 · θ (B.32)

(B.33)
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C

Optical Emission Spectroscopy

C.1 Spectrometry MATLab Code

clearvars -except data
close all
clc

%% Constants and Variables

global V M
% [1] ion charge fraction : Xe (+) /[Xe (2+) + Xe (+)]
alpha = 0.8;
% [V] ion acceleration voltage
V = 0; %300;
% [u] ion mass
M = 131;
% [m^2* kg/s] Planck constant
h = 6.62607015E -34;
% [m/s] speed of light
c = 299792458;
% Branching fraction for 2p -> 1s_x where x != 5
P = [0.055 0.512 0.000 0.887 0.221

1.000 0.994 0.990 0.962 1.000];

% Load measurement data.
% Ensure data is stored in table format named 'data.mat '.
% First column is the variable 'Var ' i.e. data.Var ,
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% other columns correspond to emission lines.
% load(' measurements /.... ')

%% Load cross sections

load('xsections / processed / Xe_2p_optical ')
load('xsections / processed / Xe_2p_ion1 ')
load('xsections / processed / Xe_2p_ion2 ')
load('xsections / processed / Xe_2p_gamma ');
load('xsections / processed /Xe_1s5 ')
load('xsections / processed / Xe_met_1s ')
load('xsections / processed / Xe_met_2p ')
load('xsections / processed / Xe_met_3p ')
load('xsections / processed / Xe_met_3d ')
load('xsections / processed / Xe_met_ion ')
% Generate array of T_e values
T = (0:0.1:30) ';
% Value for x-form distribution : 1 < x < 2
% 1: Maxwellian , 2: Druyvestein
x = 1;

%% Rate Coefficients

line = fieldnames ( Xe_2p_optical .lines);
level = Xe_met_2p . Properties . VariableNames (2: end);
ke0 = zeros( length(T),length(line));

clear ke0 k0m k2pm k1s k3p k3d kion

for n = 1: length(T)
% Rate coefficient optical transitions g -> 2p -> g
for j = 1: length(line)

ke0(n,j) = ratecoef ( Xe_2p_optical .E,
Xe_2p_optical .lines .( line{j}).Q,T(n),x);

end
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% Rate coefficient ground state to 1s5
k0m(n) = ratecoef (Xe_1s5.E,Xe_1s5.Q,T(n),x);
% Rate coefficient 1s5 to 2p levels
for j = 1: size(Xe_met_2p ,2) -1

k2pm(n,j) = ratecoef ( Xe_met_2p .E,
Xe_met_2p .( level{j}),T(n),x);

end
% Rate coefficients 1s5 to 3d, 3p and other 1s
k1s(n) = ratecoef ( Xe_met_1s .E, Xe_met_1s .Q,T(n),x);
k3p(n) = ratecoef ( Xe_met_3p .E, Xe_met_3p .Q,T(n),x);
k3d(n) = ratecoef ( Xe_met_3d .E, Xe_met_3d .Q,T(n),x);
% Metastable 1s5 ionization rate coefficient
kion(n) = ratecoef ( Xe_met_ion .E, Xe_met_ion .Q,T(n),x);

end
% Turn array into table.
ke0 = array2table (ke0);
ke0. Properties . VariableNames = line;
k2pm = array2table (k2pm);
k2pm. Properties . VariableNames = level;
% Ion impact rate coefficients
k1 = ionimpact (Xe_2p_ion1 ,1);
k2 = ionimpact (Xe_2p_ion2 ,2);

%% Calculate metastable fraction

met = {};
for j = 1: length(line)

if Xe_2p_optical .lines .( line{j}).lower == '1s5'
met = [met; line{j}];

end
end
Nm = (k0m + sum(ke0{:,met },2) +

sum(alpha*k1{:,met} + 0.5*(1 - alpha)*k2{:,met }))
./( sum(k2pm {: ,:}.*P ,2) + k3p + k3d + k1s + kion);
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% Plot metastable fraction vs electron temperature
figure (1)
plot(T ,100* Nm)
xlabel('Electron Temperature [eV]','interpreter ','Latex ')
ylabel('1s$_5$ fraction [\%] ', 'Interpreter ','Latex ')
grid on

%% Calculate Line Intensity

for i = 1: size(Xe_2p_gamma ,1)
kem(:,i) = k2pm .([ 'p' num2str ( Xe_2p_gamma .level(i),

'%d')])* Xe_2p_gamma .gamma(i);
end
% Define wavelength .
lambda = Xe_2p_gamma .line;
% Line intensity .
J = 1E38 *(h*c./ lambda ') .*( ke0 {: ,:} + Nm.* kem

+ alpha*k1 {: ,:} + 0.5*(1 - alpha)*k2 {: ,:});
% Note that 1E38 is an estimate of n_e*n_n ~ 1E18 *1 E20
% Normalize to sum of intensities .
J = J./ sum(J ,2);

%% Estimate Electron Temperature

for ii = 1: height(data)
Iexp = data{ii ,2: end };
Iexp = Iexp/sum(Iexp);
% Calcualte chi - squared .
Q = J./ Iexp;
Chi2 = mean ((Q -1) .^2 ,2);

% Plot chi - squared vs electron temperature
figure (3)
semilogy (T,Chi2 ,'LineWidth ' ,1)
hold on; grid on;
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xlabel('electron temperature (eV)','Interpreter ','
latex ')

ylabel('$\ chi ^2$ ','Interpreter ','latex ')
ax = gca;
ax. FontSize = 14;

% Find minimum
[~,idx] = min(Chi2);
% Find electron temperature
Te(ii) = T(idx);
% Display electron temperature
disp (['Te = ' num2str (Te(ii),'%.1f') ' eV'])

end

% Plot electron temperature vs variable (mfr , power ,
magnetic field etc .)

figure (4)
plot(data.Var ,Te ,'LineWidth ' ,1)
grid on
ylabel('electron temperature (eV)','Interpreter ','latex ')
ax = gca;
ax. FontSize = 14;

%% Functions

function k = ratecoef (E,sigma ,T,x)
% Function for calculating the electron impact excitation

rate coefficient .
% [C] elementary charge
e = 1.60217662E -19;
% [kg] electron mass
m = 9.10938356E -31;
% Coefficients for x-form distribution .
c1 = x*(2/3) ^(3/2) *( gamma (5/2/x)) ^(3/2)

/( gamma (3/2/x))^(5/2) ;
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c2 = (2/3)^x*( gamma (5/2/x)/gamma (3/2/x))^x;
% Calculate distribution function .
f = c1*sqrt(E)*T^( -3/2) .* exp(-c2*(E/T).^x);
% Define velocity .
v = sqrt (2*e*E/m);
% Calculate rate coefficient .
k = trapz(E,v.*f.* sigma);
k = k';

end

function k = ionimpact (xsection ,Z)
% Function for calculating the ion impact excitation rate

coefficient
% Z: ion charge number

global V M
% [kg] atomic mass unit
u = 1.66053906660E -27;
% [C] elementary charge
e = 1.60217662E -19;
% Define velocity .
v = sqrt (2*Z*e*V/M/u);
% Get line.
line = fieldnames ( xsection .lines);
% Calculate rate coefficient .
for j = 1: length(line)

k(j) = v* interp1 ( xsection .E,
xsection .lines .( line{j}).Q,Z*V,'linear ' ,0);

end
% Turn array into table.
k = array2table (k);
k. Properties . VariableNames = line;

end
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C.2 Cross Section Data

Table C.1: Optical emission cross section (in 10−18 cm2) for NIR emission lines due to
electron impact excitation of the Xe(I) 2p levels, by courtesy of Dr. Dressler.

λ (nm)
E (eV) 788.7 823.3 828.0 834.7 841.0 881.9 895.0 904.5 916.3 980.0 992.3

10.00 0.0020 0.0371 0.0230 0.0100 0.0035 0.0928 0.0183 0.0237 0.0381 0.0468 0.0453
12.00 0.0058 2.2328 1.6786 0.0219 0.1428 7.0132 1.1047 1.2763 1.5370 2.2854 2.4340
15.00 1.0865 11.3480 9.4240 3.9624 1.2040 37.3971 5.6146 7.1417 12.9547 18.0855 13.6191
17.00 1.4906 13.2517 12.1735 4.9641 1.4692 39.1529 6.5565 8.7819 15.8084 19.2895 16.7469
19.00 1.7946 13.1893 15.4613 5.3211 1.5591 35.0386 6.5256 8.8905 16.7763 17.2973 16.9541
21.00 2.3927 12.1278 19.2323 5.3845 1.5526 27.8657 6.0004 8.2724 16.7062 14.5840 15.7753
23.00 2.9210 10.1916 20.5231 4.8581 1.3721 20.9357 5.0425 7.3109 14.7641 10.9819 13.9418
25.00 3.5438 8.4996 21.6009 4.4111 1.2520 16.2899 4.2053 6.5670 13.4719 8.7267 12.5231
27.00 3.1894 6.6695 19.9992 3.4787 1.0267 11.0207 3.2998 5.1746 11.0475 6.1669 9.8678
29.00 3.2124 6.4770 19.6604 3.4300 1.0213 9.8119 3.2046 4.8588 10.9894 5.5082 9.2656
31.00 3.0457 6.3478 19.0282 3.4179 1.0248 8.9634 3.1407 4.7934 11.0263 5.2555 9.1408
35.00 2.7061 6.0516 17.7971 3.3556 0.9959 7.3442 2.9941 4.7695 10.7162 4.0951 9.0952
40.00 2.0491 5.2202 15.5515 3.0411 0.9123 5.4240 2.5828 4.3346 9.8160 3.4960 8.2659
45.00 1.7792 5.0911 15.1699 2.8583 0.9254 5.0250 2.5189 4.1613 9.9568 3.2946 7.9355
50.00 1.6962 4.8109 14.6547 2.6891 0.9174 4.6590 2.3803 3.9538 9.8708 3.1310 7.5397
55.00 1.7674 4.7905 15.0114 2.6633 0.9296 4.6239 2.3702 4.0229 10.0028 3.2128 7.6716
60.00 1.9835 4.5722 14.6261 2.5198 0.8855 4.2861 2.2622 3.8972 9.5281 2.8947 7.4318
65.00 1.6673 3.8939 12.7551 2.1524 0.7897 3.4409 1.9266 3.3848 8.4976 2.5226 6.4547
70.00 1.1603 3.4716 11.7506 1.9153 0.7213 2.9182 1.7177 3.0577 7.7611 2.1706 5.8310
80.00 1.0658 3.2609 11.3072 1.7755 0.6952 2.7595 1.6134 2.9037 7.4801 2.0411 5.5373
90.00 0.9909 3.0857 10.9300 1.6606 0.6729 2.6266 1.5267 2.7743 7.2408 1.9334 5.2905

100.00 0.9297 2.9370 10.6033 1.5642 0.6536 2.5133 1.4531 2.6635 7.0331 1.8418 5.0791
110.00 0.8786 2.8087 10.3161 1.4818 0.6367 2.4149 1.3896 2.5670 6.8505 1.7628 4.8952
120.00 0.8351 2.6964 10.0608 1.4104 0.6215 2.3285 1.3341 2.4820 6.6878 1.6935 4.7331
130.00 0.7975 2.5971 9.8315 1.3478 0.6080 2.2517 1.2849 2.4063 6.5416 1.6323 4.5887
140.00 0.7646 2.5084 9.6238 1.2922 0.5956 2.1829 1.2411 2.3382 6.4091 1.5775 4.4590
150.00 0.7356 2.4285 9.4344 1.2426 0.5844 2.1207 1.2016 2.2766 6.2882 1.5282 4.3415
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Table C.2: Optical emission cross section (in 10−18 cm2) for NIR emission lines due to
ion impact excitation by Xe+ of the Xe(I) 2p levels, from [118]

λ (nm)
E (eV) 788.7 823.3 828.0 834.7 841.0 881.9 895.0 904.5 916.3 980.0 992.3

100 0.112 10.1 2.60 0.73 0.83 29.3 3.67 11.5 6.05 18.1 17.4
200 0.416 17.8 2.90 2.16 1.16 45.3 6.49 19.6 19.4 30.1 28.4
300 0.475 25.4 3.27 2.85 1.55 54.6 8.55 23.6 24.8 39.7 36.5
400 0.493 26.1 4.42 2.94 1.86 57.8 10.5 25.0 32.1 34.8 37.7
500 0.547 32.1 5.49 3.49 2.08 60.4 11.2 25.8 42.5 42.0 45.0
600 0.464 31.2 4.97 3.67 2.12 62.0 11.2 24.8 39.0 39.6 35.1
700 0.515 33.3 4.79 3.82 2.28 62.0 11.9 25.2 36.5 36.0 38.0
800 0.573 38.1 5.22 4.18 2.66 68.9 13.6 29.1 45.6 38.1 42.8
900 0.589 37.9 5.14 4.11 2.57 66.5 13.7 27.3 42.6 34.1 40.3

Table C.3: Optical emission cross section (in 10−18 cm2) for NIR emission lines due to
ion impact excitation by Xe2+ of the Xe(I) 2p levels, from [118]

λ (nm)
E (eV) 788.7 823.3 828.0 834.7 841.0 881.9 895.0 904.5 916.3 980.0 992.3

200 0.000 3.15 0.68 1.17 0.360 6.99 1.22 1.83 2.30 1.51 1.52
400 0.270 5.14 0.87 1.98 0.606 9.90 2.06 3.65 6.04 4.27 5.40
600 0.425 6.80 1.17 2.54 0.877 12.8 2.69 4.17 7.88 6.75 6.26
800 0.376 6.17 1.03 2.49 0.702 11.4 2.56 3.83 6.89 4.05 5.00

1000 0.427 5.90 1.06 2.37 0.748 10.7 2.36 3.56 6.46 4.00 4.94
1200 0.398 5.64 0.98 2.43 0.740 11.4 2.31 3.93 7.12 4.35 5.62
1400 0.356 5.00 0.99 2.51 0.696 9.76 2.09 3.22 5.55 3.31 4.18
1600 0.449 6.08 1.11 2.44 0.728 10.5 2.29 4.03 7.09 4.99 5.60
1800 0.452 5.71 1.14 2.62 0.876 11.1 2.4 3.92 6.9 4.57 5.58



C.2. Cross Section Data 245

T
ab

le
C

.4
:

Fi
tt

in
g

co
effi

ci
en

ts
of

R
D

W
re

su
lts

fo
r

ex
ci

ta
tio

n
fr

om
th

e
gr

ou
nd

st
at

e.
Fr

om
[4

3]
[4

4]
.

tr
an

sit
io

n
E

(e
V

)
b 0

b 1
b 2

b 3
c 0

c 1
c 2

1s
0

→
1s

5
E

th
−

90
7.

88
66

×
10

−
2

3.
03

61
−

6.
61

26
4.

01
72

90
-1

00
0

4.
68

20
×

10
−

2
5.

28
38

×
10

−
1

−
3.

88
88

×
10

−
1

8.
05

83

1s
0

→
2p

10
E

th
−

80
1.

99
10

×
10

−
2

−
9.

71
00

×
10

−
3

7.
46

65
×

10
−

4
−

5.
07

00
×

10
−

2
−

6.
07

16
×

10
1

1.
07

57
×

10
2

−
5.

17
72

×
10

1

80
−

20
0

1.
09

84
3.

31
89

×
10

2
−

4.
11

72
×

10
2

1.
29

18
×

10
2

20
0

−
10

00
−

3.
10

26
×

10
−

5
2.

25
90

×
10

−
7

6.
89

79
×

10
−

5
1.

80
31

×
10

2
−

5.
33

98
×

10
1

4.
18

52
1s

0
→

2p
9

E
th

−
10

0
−

1.
85

21
1.

02
19

×
10

1
−

4.
25

00
×

10
−

3
1.

46
79

×
10

4
−

1.
02

89
×

10
2

−
2.

51
39

×
10

2
−

1.
44

09
×

10
3

10
0

−
10

00
1.

34
79

2.
13

17
3.

92
10

7.
62

64
×

10
−

4

1s
0

→
2p

8
E

th
−

10
0

−
5.

44
00

×
10

−
3

1.
59

16
×

10
5

3.
26

81
×

10
6

−
6.

79
30

×
10

6
7.

75
21

×
10

6

10
0

−
20

0
−

6.
24

54
×

10
−

4
5.

13
28

×
10

−
1

−
1.

31
94

×
10

3
3.

69
97

×
10

2
6.

03
26

×
10

1

20
0

−
10

00
−

2.
68

94
×

10
−

5
2.

01
28

×
10

−
7

6.
38

65
×

10
−

5
1.

69
95

×
10

2
−

5.
35

16
×

10
1

4.
44

49
1s

0
→

2p
7

E
th

−
80

3.
40

10
×

10
−

2
1.

28
15

×
10

1
−

1.
81

49
×

10
1

9.
25

37
80

−
30

0
3.

57
6

×
10

−
2

−
3.

56
08

30
0

−
10

00
†

3.
01

1
×

10
−

2
−

3.
53

37
1s

0
→

2p
6

E
th

−
50

−
3.

09
20

×
10

−
2

−
8.

45
00

×
10

−
3

3.
47

07
×

10
1

1.
73

48
×

10
2

−
3.

37
69

×
10

2
4.

97
17

×
10

2

50
−

10
00

7.
55

61
×

10
−

1
4.

50
32

5.
88

17
1.

25
70

×
10

−
2

1s
0

→
2p

5
E

th
−

70
1.

08
18

2.
52

60
×

10
−

2
9.

37
25

×
10

−
1

−
1.

57
12

6.
84

08
×

10
−

1

70
−

20
0

−
3.

80
67

×
10

−
1

3.
59

50
×

10
−

2
8.

69
13

×
10

−
1

1.
50

12
×

10
1

−
1.

15
88

×
10

1
2.

85
64

20
0

−
10

00
−

2.
85

06
−

2.
15

00
×

10
−

3
4.

44
74

3.
55

87
−

1.
58

91
1.

49
77

1s
0

→
2p

4
E

th
−

25
2.

91
06

×
10

−
4

2.
98

40
×

10
−

2
5.

15
57

−
1.

53
50

×
10

1
1.

34
24

×
10

1

25
−

80
2.

01
59

5
2.

72
79

×
10

2
−

3.
67

03
×

10
2

2.
74

66
×

10
2

80
−

20
0†

5.
26

00
×

10
−

2
−

3.
47

36
20

0
−

10
00

†
5.

52
50

×
10

−
2

−
3.

50
00

1s
0

→
2p

3
E

th
−

10
0

2.
65

00
×

10
−

3
1.

24
60

×
10

−
1

2.
23

44
−

1.
40

46
1.

32
65

1s
0

→
2p

2
E

th
−

20
2.

57
58

×
10

−
4

5.
43

81
−

2.
21

18
×

10
1

2.
24

98
×

10
1

20
−

10
0

−
1.

49
55

×
10

−
1

4.
00

44
×

10
−

1
−

2.
37

00
×

10
−

3
3.

38
53

−
3.

70
74

−
1.

37
43

−
8.

99
87

10
0

−
30

0
−

3.
73

67
×

10
−

5
1.

15
30

×
10

−
2

1.
77

25
×

10
2

−
1.

46
12

×
10

2
3.

18
77

×
10

1

30
0

−
10

00
3.

68
10

×
10

−
2

−
3.

30
45

1s
0

→
2p

1
E

th
−

50
1.

94
87

×
10

−
1

−
1.

12
22

×
10

−
1

7.
71

31
×

10
−

1
1.

16
74

−
1.

96
97

1.
21

95
50

−
10

0
4.

24
34

1.
34

17
7.

85
67

×
10

−
1

−
2.

99
50

×
10

−
2

10
0

−
10

00
7.

26
82

×
10

−
1

−
2.

22
16

×
10

−
1

−
1.

20
71

×
10

−
5

1.
24

06
−

7.
64

69
×

10
1

1.
45

19
×

10
1

5.
63

88



246 Optical Emission Spectroscopy
T

able
C

.5:
Fitting

coeffi
cients

ofR
D

W
results

for
excitation

from
the

1s5
level.

From
[43][44].

transition
E

(eV
)

b0
b1

b2
c0

c1
c2

1s5 →
1s4

E
th −

20
4.6855

×
10

−
1

−
8.9910

×
10

−
1

8.2880
×

10
−

1
8.6022

×
10

−
1

20
−

1000
9.0147

×
10

−
4

2.8059
×

10
10

−
2.1069

×
10

10
6.0095

×
10

9
9.4849

×
10

10

1s5 →
1s3

E
th −

10
2.0797

×
10

−
1

1.7685
×

10
2

9.0259
×

10
1

−
1.1643

×
10

3
4.8841

×
10

3

10
−

1000
8.4943

×
10

−
1

8.5920
×

10
−

1
2.9539

−
1.2770

×
10

−
2

1s5 →
1s2

E
th −

10
4.0006

×
10

−
1

4.9601
×

10
−

1
2.1633

×
10

−
1

−
2.8644

1.0807
×

10
−

1

10
−

100
1.5210

×
10

−
2

1.2785
6.9435

×
10

−
1

−
1.5859

4.1219
100

−
1000

1.4229
−

2.7520
4.3649

−
3.1040

×
10

−
2

1s5 →
2p

10
E

th −
1000

2.6098
×

10
1

1.5121
×

10
−

1
3.2918

×
10

−
1

1.6700
×

10
−

2

1s5 →
2p

9
E

th −
10

3.9755
×

10
−

4
7.2257

×
10

5
−

3.0221
×

10
3

2.5272
×

10
4

8.0034
×

10
4

10
−

1000
1.0122

×
10

1
1.0684

×
10

−
1

2.3120
×

10
−

1
7.4400

×
10

−
2

1s5 →
2p

8
E

th −
1000

3.6499
×

10
2

1.2666
×

10
−

1
−

3.9480
×

10
4

6.1273
6.5354

×
10

1
1.0580

×
10

2

1s5 →
2p

7
E

th −
10

7.0814
1.9165

×
10

−
1

2.3946
−

2.5172
10

−
1000

2.5173
1.531

×
10

−
1

3.1449
×

10
−

1
8.6500

×
10

−
3

1s5 →
2p

6
E

th −
10

7.3764
×

10
−

6
1.8704

×
10

8
−

2.4360
×

10
5

3.6945
×

10
6

6.2914
×

10
6

10
−

1000
2.3404

×
10

1
1.3008

×
10

−
1

2.5480
×

10
−

1
4.5500

×
10

−
3

1s5 →
2p

5
E

th −
10

1.2579
×

10
1

−
3.1775

×
10

1
4.0798

×
10

1
−

5.4764
×

10
2

2.0071
×

10
3

10
−

200
4.9200

×
10

−
3

−
4.1720

×
10

1

200
−

1000
3.4700

×
10

−
2

1s5 →
2p

4
E

th −
10

4.8510
×

10
−

2
−

2.6937
2.42388

×
10

1
2.8147

×
10

1

10
−

200
2.0074

×
10

1
−

4.1720
×

10
1

2.2740
×

10
2

2.37348
×

10
2

−
1.1196

200
−

1000
1.4891

×
10

2
7.0555

×
10

3
1.64423

×
10

4
4.3993

×
10

2

1s5 →
2p

3
E

th −
10

1.6970
×

10
−

2
1.6418

×
10

−
1

1.2860
×

10
−

2
1.1657

−
9.5431

2.0322
×

10
1

10
−

1000
−

2.1300
×

10
−

3
−

4.1720
×

10
1

4.8117
×

10
4

6.0709
×

10
5

5.5174
×

10
5

1s5 →
2p

2
E

th −
10

9.0160
×

10
−

2
6.7293

×
10

−
1

6.7626
×

10
−

1
1.0771

×
10

1
−

8.7902
×

10
1

1.8948
×

10
2

10
−

1000
8.2549

×
10

−
1

1.8115
1.1182

4.6650
×

10
−

2

1s5 →
3p

10
E

th −
10

1.26631
7.6023

×
10

−
1

−
5.0730

×
10

−
2

8.9156
×

10
−

1

10
−

100
1.23649

4.8765
×

10
−

1
9.2608

×
10

−
1

2.8600
×

10
−

3

100
−

1000
4.47678

1.63997
3.19858

4.5610
×

10
−

2

1s5 →
3p

9
E

th −
10

8.31690
×

10
−

1
5.36477

−
1.534

6.80779
1.77460

×
10

1

10
−

100
1.22165

3.5609
×

10
−

1
1.36313

−
1.0080

×
10

−
2

100
−

1000
3.18583

8.8656
×

10
−

1
3.36855

2.2290
×

10
−

2

1s5 →
3p

8
E

th −
20

5.52253
−

4.72701
1.47964

×
10

2
−

8.44078
×

10
1

4.63367
×

10
2

−
2.5418

×
10

2

20
−

1000
1.2855

1.51210
×

10
−

1
4.30180

×
10

−
1

−
3.5833

×
10

−
4

1s5 →
3p

7
E

th −
100

1.87187
2.86240

×
10

−
1

6.55720
×

10
−

1
1.1090

×
10

−
2

100
−

1000
8.9062

1.18647
3.16357

2.8930
×

10
−

2

1s5 →
3p

6
E

th −
10

3.83632
−

6.77063
3.85629

×
10

1
3.92073

×
10

1

10
−

100
6.86120

×
10

−
1

9.01200
×

10
−

2
6.00136

−
2.6719

×
10

−
1

100
−

1000
1.43078

2.06997
9.86759

4.8690
×

10
−

2



C.2. Cross Section Data 247

Table C.6: RDW direct cross sections for excitation from the 1s5 metastable to 2p5-
2p1 levels, values in 10−16 cm2. From Priti et. al. [43]. Note the difference in order of
magnitude O(102) with the next table.

E (eV) 2p10 2p9 2p8 2p7 2p6

10 26.7 14.9 69.6 2.7 29.4
11 25.4 14.1 2.5 28.1
12 24.4 13.5 2.4 27.2
15 21.2 11.8 55.8 2.1 23.8
18 19.0 10.6 1.9 21.6
20 18.0 9.9 47.5 1.8 20.5
25 15.3 8.6 1.6 17.6
30 13.5 7.6 37.4 1.4 15.6
35 12.0 6.8 1.2 14.1
40 10.9 6.2 1.1 12.8
45 9.9 5.7 1.0 11.7
50 9.1 5.2 25.4 0.9 10.8
60 7.7 4.5 0.8 9.3
70 6.7 3.9 0.7 8.2
75 17.7
80 5.9 3.4 0.6 7.2
90 5.2 3.0 0.6 6.4

100 4.7 2.7 13.3 0.5 5.8
120 3.8 2.2 0.4 4.8
140 3.2 1.9 0.4 4.0
150 8.5
160 2.7 1.6 0.3 3.5
180 2.4 1.4 0.3 3.5
200 2.1 1.2 6.1 0.2 3.1
250 1.6 0.9 0.0 0.2 2.4
300 1.3 0.7 3.7 0.1 1.9
350 1.0 0.6 0.1 1.6
400 0.9 0.5 2.5 0.1 1.3
450 0.8 0.4 0.1 1.1
500 0.7 0.4 0.1 1.0
600 0.5 0.3 0.1 0.8
700 0.4 0.2 0.0 0.6
800 0.3 0.2 0.5
900 0.3 0.2 0.0 0.4

1000 0.3 0.1 0.0 0.4
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Table C.7: RDW direct cross sections for excitation from the 1s5 metastable to 2p5-
2p1 levels, values in 10−18 cm2. From Priti et al. [43]. Note the difference in order of
magnitude O(10−2) with the previous table.

E (eV) 2p5 2p4 2p3 2p2 2p1

10 3.32 0.18 2.26 10.00 0.04
11 2.46 0.18 2.28 10.10 0.03
12 1.88 0.17 2.27 10.00 0.02
15 0.81 0.16 2.20 9.74 0.01
18 0.57 0.15 2.08 9.18 0.01
20 0.40 0.14 1.99 8.81 0.00
25 0.20 0.13 1.85 8.21 0.01
30 0.11 0.11 1.69 7.48 0.00
35 0.07 0.11 1.55 6.90 0.00
40 0.04 0.10 1.44 6.41 0.00
45 0.03 0.09 1.35 6.00 0.00
50 0.02 0.09 1.27 5.64 0.00
60 0.01 0.08 1.14 5.05 0.00
70 0.01 0.07 1.03 4.57 0.00
80 0.01 0.06 0.94 4.18 0.00
90 0.00 0.06 0.86 3.84 0.00

100 0.00 0.05 0.80 3.54 0.00
120 0.00 0.05 0.69 3.05 0.00
140 0.00 0.04 0.60 2.65 0.00
160 0.00 0.03 0.52 2.33 0.00
180 0.00 0.03 0.47 2.07 0.00
200 0.00 0.03 0.42 1.85 0.00
250 0.00 0.02 0.33 1.45 0.00
300 0.00 0.02 0.26 1.17 0.00
350 0.00 0.01 0.22 0.97 0.00
400 0.00 0.01 0.18 0.82 0.00
450 0.00 0.01 0.16 0.71 0.00
500 0.00 0.01 0.14 0.62 0.00
600 0.00 0.01 0.11 0.49 0.00
700 0.00 0.01 0.09 0.39 0.00
800 0.00 0.00 0.07 0.33 0.00
900 0.00 0.00 0.06 0.28 0.00

1000 0.00 0.00 0.05 0.24 0.00
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Table C.8: BSR direct cross sections for excitation from the 1s5 metastable to 2p10-2p6

levels, values in 10−16 cm2. From Zatsarinny and Bartschat [149]. Note the difference in
order of magnitude O(102) with the next table.

E (eV) 2p10 2p9 2p8 2p7 2p6

E0 1.265 1.371 1.406 1.474 1.506

1.35 2.48
1.75 5.28 7.05 14.86 3.01 7.37
1.89 5.37 6.34 12.87 2.87 6.56
2.03 5.55 5.97 12.19 2.62 6.00
2.16 6.12 5.78 12.54 2.42 5.75
2.30 6.38 5.27 12.27 1.97 5.23
2.43 6.86 4.96 12.76 1.73 5.27
2.57 7.78 4.89 13.23 1.67 5.29
2.84 8.53 4.43 14.24 1.18 5.26
3.25 9.84 4.39 16.13 1.01 5.79
3.39 10.21 4.40 16.83 0.94 6.00
3.52 10.51 4.40 17.36 0.88 6.15
3.66 10.78 4.39 17.83 0.84 6.28
3.79 11.04 4.41 18.23 0.80 6.42
3.93 11.28 4.44 18.65 0.78 6.57
4.07 11.50 4.48 19.05 0.76 6.71
4.20 11.69 4.53 19.45 0.75 6.86
4.34 11.90 4.58 19.87 0.75 7.02
4.47 12.08 4.63 20.27 0.74 7.16
4.61 12.27 4.70 20.71 0.74 7.32
4.75 12.44 4.76 21.12 0.74 7.47
4.88 12.61 4.81 21.48 0.74 7.60
5.02 12.77 4.88 21.89 0.74 7.74
5.15 12.93 4.94 22.28 0.74 7.88
5.29 13.09 5.00 22.66 0.75 8.02
6.65 14.31 5.52 26.02 0.76 9.29
8.01 14.99 5.85 28.14 0.77 10.16
9.37 15.24 6.02 29.23 0.77 10.68

10.73 15.22 6.06 29.65 0.76 10.96
12.09 15.03 6.02 29.66 0.75 11.04
13.45 14.75 5.95 29.41 0.74 11.02
14.81 14.42 5.84 28.99 0.72 10.92
16.18 14.07 5.73 28.49 0.71 10.77
17.54 13.71 5.60 27.95 0.69 10.60
18.90 13.37 5.48 27.39 0.68 10.42
20.26 13.04 5.36 26.84 0.66 10.23
21.62 12.71 5.24 26.31 0.65 10.04
22.98 12.39 5.13 25.76 0.63 9.85
24.34 12.10 5.02 25.23 0.62 9.66
25.70 11.82 4.91 24.70 0.61 9.48
32.50 10.40 4.36 22.02 0.54 8.53
39.30 9.12 3.86 19.53 0.48 7.64
46.11 8.06 3.43 17.42 0.43 6.87
52.91 7.18 3.07 15.66 0.39 6.20
59.71 6.44 2.78 14.18 0.35 5.64
66.52 5.83 2.53 12.95 0.32 5.17
73.32 5.32 2.32 11.94 0.30 4.78
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Table C.9: BSR direct cross sections for excitation from the 1s5 metastable to the 2p5-
2p1 levels, values in 10−18 cm2. From Zatsarinny and Bartschat [149]. Note the difference
in order of magnitude O(10−2) with the previous table.

E (eV) 2p5 2p4 2p3 2p2 2p1

E0 1.619 2.661 2.763 2.790 2.872

1.75 66.29
1.89 64.98
2.03 66.12
2.16 63.99
2.30 60.45
2.43 51.44
2.57 52.04
2.84 34.51 35.37 13.97 18.67
3.25 27.80 24.89 23.71 22.65 8.81
3.39 24.68 23.08 24.69 18.92 7.90
3.52 22.17 21.14 24.72 14.94 6.54
3.66 20.24 19.79 24.83 13.73 6.34
3.79 18.66 19.64 26.79 15.11 7.02
3.93 17.15 18.79 28.55 15.84 7.17
4.07 16.01 18.02 29.46 15.91 7.33
4.20 15.13 17.70 30.08 15.90 7.27
4.34 14.41 16.99 29.98 16.24 7.37
4.47 14.15 16.60 29.40 14.82 6.49
4.61 13.87 16.81 28.31 14.43 6.39
4.75 13.66 16.81 27.40 14.28 6.19
4.88 13.46 16.50 27.02 13.94 5.78
5.02 13.38 16.69 25.53 13.64 5.48
5.15 12.74 16.35 24.50 13.53 5.04
5.29 13.05 16.11 23.61 13.33 4.91
6.65 9.97 13.60 15.53 11.53 2.87
8.01 6.90 11.36 10.99 11.31 1.85
9.37 4.77 9.89 8.13 11.20 1.68

10.73 3.35 9.28 6.64 11.65 1.47
12.09 2.54 8.60 5.54 11.51 1.07
13.45 2.01 7.96 4.73 11.25 1.00
14.81 1.67 7.32 4.17 10.90 0.94
16.18 1.40 6.79 3.72 10.64 0.91
17.54 1.21 6.32 3.31 10.34 0.90
18.90 1.11 6.00 3.00 10.07 0.89
20.26 0.91 5.68 2.80 9.76 0.91
21.62 0.89 5.47 2.83 9.63 0.96
22.98 0.73 5.10 2.41 9.65 0.75
24.34 0.62 4.95 2.20 9.16 0.73
25.70 0.42 4.64 2.06 8.81 0.57
32.50 0.16 3.64 1.49 7.44 0.20
39.30 0.08 2.92 1.18 6.47 0.11
46.11 0.05 2.43 1.00 5.71 0.07
52.91 0.04 2.07 0.89 5.10 0.05
59.71 0.03 1.81 0.87 4.60 0.04
66.52 0.02 1.60 1.05 4.17 0.03
73.32 0.02 1.44 7.01 3.79 0.02
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Table C.10: BSR direct cross sections for excitation from the 1s5 metastable to the 3p

levels, values in 10−18 cm2. From Zatsarinny and Bartschat [149].

E (eV) 3p10 3p9 3p8 3p7 3p6 3p5

E0 2.56 2.65 2.66 2.70 2.72 2.73

2.84 30.40 55.67 8.55 53.95 21.47 56.99
3.25 31.72 41.22 8.24 42.10 11.12 67.97
3.39 29.92 36.43 8.22 39.70 10.60 69.31
3.52 29.24 35.27 8.48 36.06 10.23 72.10
3.66 32.56 36.12 8.76 34.31 9.86 72.06
3.79 34.62 36.45 9.02 36.00 9.19 81.20
3.93 36.80 37.12 9.30 36.79 9.16 84.56
4.07 38.95 37.69 9.66 38.36 9.31 86.91
4.20 42.08 39.09 9.98 40.47 9.51 88.20
4.34 45.21 39.70 10.04 40.70 10.14 89.43
4.47 47.93 41.80 10.38 45.38 10.07 90.65
4.61 50.81 43.23 10.44 47.82 10.40 88.98
4.75 53.43 44.51 10.50 49.95 10.51 87.57
4.88 56.03 45.49 10.64 52.50 10.51 87.30
5.02 57.63 46.60 10.69 54.11 10.69 85.22
5.15 59.34 47.54 10.81 56.04 10.64 83.13
5.29 60.72 48.41 10.77 57.79 10.54 81.51
6.65 63.36 48.50 10.69 65.43 7.87 67.72
8.01 57.46 44.50 10.31 65.72 5.75 59.33
9.37 51.32 42.28 9.76 64.78 4.97 53.39

10.73 46.12 39.18 9.17 61.62 4.29 48.89
12.09 41.85 36.33 8.48 58.43 3.77 44.51
13.45 38.00 33.82 8.06 55.17 3.42 40.89
14.81 34.38 31.33 7.53 51.98 2.98 37.82
16.18 31.26 28.99 7.06 48.90 2.77 35.19
17.54 28.60 26.96 6.67 46.14 2.57 32.92
18.90 26.52 25.16 6.29 43.53 2.41 30.89
20.26 24.73 23.83 5.85 41.32 2.25 29.03
21.62 23.73 23.15 5.60 39.55 2.39 27.65
22.98 22.26 21.50 5.19 37.53 2.06 25.61
24.34 21.57 20.77 4.90 36.27 1.91 24.03
25.70 21.02 20.06 4.58 35.04 1.74 22.58
32.50 16.67 16.44 3.49 29.56 1.15 17.10
39.30 12.98 13.41 2.85 24.87 0.90 13.94
46.11 10.50 11.22 2.40 21.30 0.74 12.01
52.91 8.79 9.64 2.07 18.58 0.63 11.01
59.71 7.57 8.44 1.84 16.44 0.55 11.14
66.52 6.63 7.48 1.68 14.69 0.49 9.81
73.32 5.90 6.70 1.60 13.23 0.44 8.25
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Table C.11: BSR direct cross sections for excitation from the 1s5 metastable to the
3d6 − 3d′

1 levels, values in 10−16 cm2. From Zatsarinny and Bartschat [149].

E (eV) 3d6 3d5 3d′
4 3d3 3d4 3d′′

1 3d′
1

E0 1.58 1.60 1.63 1.64 1.72 1.84 1.91

1.75 0.47 1.23 4.22 1.38 0.75
1.89 0.52 1.73 6.05 2.86 1.86 0.68
2.03 0.59 2.02 7.20 3.40 2.44 1.36 1.50
2.16 0.56 1.97 7.91 3.40 2.81 1.60 2.07
2.30 0.59 1.94 8.01 3.26 3.02 1.67 2.27
2.43 0.60 1.97 7.93 3.36 3.07 1.76 2.27
2.57 0.58 2.07 8.03 3.49 3.21 1.73 2.37
2.84 0.64 2.04 7.76 3.36 3.30 1.73 2.44
3.25 0.54 1.84 7.33 3.16 3.21 1.59 2.42
3.39 0.52 1.77 7.05 3.05 3.14 1.54 2.41
3.52 0.51 1.72 6.83 2.94 3.04 1.48 2.36
3.66 0.50 1.69 6.71 2.88 2.98 1.43 2.31
3.79 0.48 1.64 6.49 2.80 2.90 1.37 2.26
3.93 0.46 1.59 6.33 2.72 2.81 1.31 2.21
4.07 0.45 1.55 6.19 2.65 2.74 1.27 2.17
4.20 0.44 1.51 6.08 2.59 2.67 1.23 2.15
4.34 0.43 1.48 6.02 2.56 2.61 1.20 2.14
4.47 0.42 1.47 5.93 2.53 2.58 1.18 2.13
4.61 0.42 1.45 5.90 2.51 2.55 1.16 2.14
4.75 0.41 1.43 5.87 2.50 2.52 1.14 2.14
4.88 0.40 1.42 5.85 2.49 2.50 1.13 2.16
5.02 0.40 1.41 5.83 2.48 2.49 1.12 2.18
5.15 0.39 1.39 5.82 2.48 2.47 1.11 2.18
5.29 0.39 1.39 5.80 2.48 2.46 1.10 2.19
6.65 0.38 1.34 5.54 2.42 2.30 0.99 2.19
8.01 0.36 1.27 5.19 2.30 2.11 0.86 2.08
9.37 0.34 1.20 4.86 2.17 1.92 0.74 1.96

10.73 0.33 1.15 4.56 2.01 1.74 0.65 1.81
12.09 0.32 1.10 4.26 1.90 1.59 0.58 1.68
13.45 0.31 1.04 3.98 1.78 1.46 0.52 1.56
14.81 0.29 0.99 3.72 1.67 1.35 0.47 1.45
16.18 0.28 0.93 3.47 1.57 1.24 0.43 1.35
17.54 0.27 0.89 3.24 1.47 1.15 0.40 1.25
18.90 0.26 0.84 3.03 1.38 1.07 0.37 1.17
20.26 0.24 0.79 2.84 1.30 1.00 0.34 1.10
21.62 0.23 0.74 2.67 1.23 0.94 0.32 1.03
22.98 0.22 0.70 2.52 1.17 0.88 0.30 0.98
24.34 0.21 0.66 2.40 1.10 0.84 0.28 0.93
25.70 0.19 0.63 2.27 1.05 0.80 0.27 0.89
32.50 0.16 0.51 1.83 0.85 0.63 0.21 0.71
39.30 0.14 0.43 1.54 0.71 0.53 0.17 0.59
46.11 0.12 0.38 1.32 0.61 0.45 0.15 0.51
52.91 0.11 0.33 1.16 0.53 0.39 0.13 0.44
59.71 0.09 0.30 1.03 0.47 0.35 0.11 0.39
66.52 0.09 0.27 0.92 0.42 0.31 0.10 0.35
73.32 0.08 0.24 0.83 0.38 0.28 0.09 0.32
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Table C.12: BSR direct cross sections for excitation from the 1s5 metastable to the
3d2 − 3s′

1 levels, values in 10−18 cm2. From Zatsarinny and Bartschat [149].

E (eV) 3d2 3s′′′′
1 3s′′

1 3s′′′
1 3s′

1

E0 2.09 2.99 3.04 3.05 3.31

2.16 34.84
2.30 53.59
2.43 43.53
2.57 44.18
2.84 43.19
3.25 38.71 14.73 18.52 15.24
3.39 37.24 14.24 26.23 18.24 3.82
3.52 35.80 12.70 32.10 19.30 6.38
3.66 34.00 11.71 30.33 18.92 7.73
3.79 32.64 11.02 28.78 18.20 7.92
3.93 31.54 10.53 27.93 18.14 8.06
4.07 30.59 10.25 27.08 18.15 8.04
4.20 30.16 10.21 25.53 18.00 8.17
4.34 30.23 9.60 23.28 17.42 8.83
4.47 30.15 8.81 21.33 16.44 8.58
4.61 30.29 8.50 20.66 16.27 8.81
4.75 30.60 8.27 20.89 16.23 9.13
4.88 30.82 8.02 21.03 15.91 9.27
5.02 30.94 7.96 21.58 15.75 9.14
5.15 31.03 7.63 20.84 15.40 8.85
5.29 31.08 7.21 20.85 15.00 8.73
6.65 28.56 5.44 19.54 14.04 6.94
8.01 24.59 4.22 18.09 13.04 5.38
9.37 21.09 3.43 16.43 11.80 4.52

10.73 17.95 3.18 15.22 10.59 3.71
12.09 15.46 2.70 13.70 9.75 2.91
13.45 13.59 2.46 12.37 8.86 2.54
14.81 12.08 2.21 11.48 8.13 2.17
16.18 10.89 2.10 10.66 7.48 1.97
17.54 9.95 1.96 9.99 6.95 1.68
18.90 9.10 1.81 9.28 6.51 1.58
20.26 8.40 1.65 8.75 6.11 1.40
21.62 8.18 1.63 8.08 5.78 1.53
22.98 7.51 1.48 7.69 5.40 1.30
24.34 7.29 1.38 7.18 5.08 1.07
25.70 6.64 1.51 7.04 4.99 0.97
32.50 5.05 0.78 4.93 3.35 0.60
39.30 4.10 0.61 4.01 2.68 0.46
46.11 3.45 0.51 3.40 2.23 0.38
52.91 2.98 0.44 2.94 1.91 0.32
59.71 2.61 0.38 2.59 1.66 0.27
66.52 2.32 0.34 2.31 1.47 0.24
73.32 2.09 0.30 2.09 1.31 0.21
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Table C.13: BSR direct cross sections for excitation from the 1s5 metastable to the
other 1s levels, values in 10−16 cm2. From Zatsarinny and Bartschat [149].

E (eV) 1s4 1s3 1s2

E0 0.122 1.132 1.255

0.257 63.347
0.393 39.469
0.529 28.281
0.665 22.757
0.801 19.890
0.937 15.672
1.073 14.156
1.209 14.899 4.997 0.000
1.345 14.145 2.681 5.696
1.753 5.293 1.423 2.566
1.889 4.622 1.251 2.294
2.025 4.062 1.191 2.234
2.161 3.699 1.193 2.310
2.297 3.310 1.107 2.248
2.433 2.941 1.101 2.266
2.570 2.608 1.007 2.260
2.842 2.185 0.896 1.970
3.250 1.685 0.691 1.431
3.386 1.598 0.659 1.376
3.522 1.496 0.650 1.374
3.658 1.385 0.630 1.361
3.794 1.287 0.587 1.233
3.930 1.201 0.547 1.156
4.066 1.120 0.512 1.083
4.202 1.049 0.482 1.003
4.338 0.991 0.466 0.956
4.474 0.916 0.452 0.937
4.610 0.862 0.433 0.891

E (eV) 1s4 1s3 1s2

... ... ... ...
4.746 0.819 0.420 0.856
4.882 0.787 0.410 0.832
5.019 0.757 0.402 0.823
5.155 0.731 0.397 0.807
5.291 0.699 0.391 0.803
6.651 0.573 0.350 0.725
8.012 0.500 0.307 0.609
9.372 0.421 0.273 0.533

10.733 0.343 0.247 0.479
12.093 0.284 0.224 0.434
13.454 0.244 0.204 0.398
14.815 0.215 0.187 0.368
16.175 0.194 0.173 0.345
17.536 0.180 0.160 0.328
18.896 0.166 0.149 0.308
20.257 0.154 0.141 0.294
21.617 0.148 0.133 0.274
22.978 0.125 0.126 0.258
24.339 0.108 0.121 0.238
25.699 0.093 0.113 0.211
32.502 0.048 0.083 0.130
39.305 0.032 0.065 0.099
46.108 0.024 0.055 0.081
52.910 0.019 0.047 0.069
59.713 0.016 0.041 0.060
66.516 0.014 0.037 0.053
73.319 0.012 0.033 0.047



C.2. Cross Section Data 255

Table C.14: Experimental apparent cross section (in 10−18 cm2) for 1s5 → 2p transi-
tions. From Jung et al. [56].

E (eV) 2p5 2p6 2p7 2p8 2p9 2p10

1.50 0.2 1.8 2.0 0.4 3.0 4.5
1.75 0.4 4.9 3.6 6.8 3.7 6.9
2.00 0.7 9.1 5.7 15.0 5.8 6.7
2.50 1.2 11.0 5.4 20.0 7.7 7.7
3.00 0.8 13.0 4.7 25.0 9.9 11.0
4.00 0.5 15.0 3.2 32.0 10.0 13.0
5.00 0.4 15.0 2.9 31.0 9.1 14.0
6.00 0.3 15.0 2.2 34.0 8.4 15.0
7.00 0.3 15.0 1.6 34.0 7.4 15.0
8.00 0.3 14.0 1.4 33.0 6.4 14.0

12.00 14.0 32.0
17.00 12.0 31.0
25.00 10.0 25.0
50.00 7.1 15.0
75.00 4.9 13.0

100.00 4.3 10.0
150.00 3.6 7.6
225.00 2.6 6.0
325.00 1.9 4.1
400.00 1.6 3.5
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Table C.15: Experimental apparent cross section (in 10−18 cm2) for 1s5 → 3p transi-
tions. From Jung et al. [57].

E (eV) 3p5 3p6 3p7 3p8 3p9

1.00 3.0
1.25 4.0
1.50 0.4 0.0 2.6 11.0
1.75 0.0 7.0 4.0
2.00 0.5 2.0 0.8 7.0 2.0
2.25 3.0 1.0 3.0
2.50 0.8 1.0 4.5 9.0 2.0
2.75 4.0 8.0 7.0
3.00 0.8 12.0 7.6 41.0 25.0
3.25 28.0 91.0 48.0
3.50 7.8 40.0 24.6 102.0 53.0
3.75 40.0 107.0 54.0
4.00 15.6 43.0 46.4 118.0 43.0
4.25 37.0 117.0 44.0
4.50 15.7 35.0 33.5 120.0 40.0
4.75 34.0 125.0 33.0
5.00 13.0 35.0 25.1 110.0 34.0
5.25 37.0 119.0 35.0
5.50 9.3 37.0 17.3 123.0 35.0
5.75 35.0 108.0 35.0
6.00 8.9 36.0 20.1 124.0 28.0
6.25 35.0 122.0 35.0
6.50 9.7 33.0 24.9 117.0 32.0
6.75 37.0 131.0 31.0
7.00 5.4 37.0 24.3 117.0 30.0
7.25 35.0 116.0 27.0
7.50 8.9 33.0 22.4 112.0 29.0
7.75 34.0 120.0 33.0
8.00 5.4 35.0 14.4 110.0 32.0
8.25 33.0 120.0 30.0
8.50 7.1 34.0 20.3 122.0 32.0
8.75 33.0 126.0 26.0
9.00 7.6 34.0 6.8 117.0 34.0
9.25 33.0 112.0 29.0
9.50 5.8 32.0 13.3 118.0 31.0
9.75 29.0 29.0

10.00 35.0 3.6 30.0
10.25 33.0
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Table C.16: Cross section for ionization from the 1s5 level (in 10−16 cm2). Data from
[133] via [102].

E (eV) Xe+

3.44 0.00
6.71 9.55
8.27 11.44
8.67 11.78
9.41 11.98

10.24 11.97
11.54 11.88
12.13 11.73
16.28 10.57
27.84 7.49

E (eV) Xe+

... ...
37.66 5.73
53.66 4.23
77.50 3.00
98.16 2.33

135.20 1.65
222.40 0.90
500.00 0.46

1000.00 0.26
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